
Tasks
 Literature research and introduction into WP forecasting.
 Analysis of transferable elements from [1] and [2] to WP forecasting.
 Systematically implement and evaluate the new method for WP forecasting.

Bachelor/Master Thesis
Physics-informed Machine Learning for
Wind Power Generation Forecasting
This thesis targets to develop and implement a physics-informed wind power generation 
forecasting method, evaluate the performance, and compare it to benchmark methods.

Skills
 Qualification: Engineering, Informatics, or Scientific studies
 Personality: Highly motivated and proactive
 Experience and Know-How: Interests in machine learning and energy informatics. First 

experiences in machine learning and Python programming skills are advantageous. The thesis 
should preferably be written in English.
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Motivation
Accurate Wind Power (WP) generation forecasting is vital for the efficient operation of Smart Grids.
The use of prior knowledge about physical relationships may improve the quality of WP forecasting
models. For example, the power generation related to the wind speed (WP curve) has four
sections, see Figure​ 1. Further, the relation between wind speed and height above the ground
follows a semi-empirical relationship, see Figure 2. This thesis aims to consider these relationships
in the automated design of the WP generation forecasting model. The solution approach may go in
the direction of ensemble learning, e.g., similar to the approach in [1], or in the direction of
physical-inspired artificial neural networks, e.g., like in [2]. Depending on the scope of the
thesis (Bachelor or Master), either one approach or both approaches can be considered.
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