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Abstract—The block-term decompositions (BTD) represent ten-
sors as a linear combination of low multilinear rank terms and
can be explicitly related to the Canonical Polyadic decomposition
(CPD). In this paper, we introduce the SECSI-BTD framework,
which exploits the connection between two decompositions to esti-
mate the block-terms of the rank-(Lr, Lr, 1) BTD. The proposed
SECSI-BTD algorithm includes the initial calculation of the factor
estimates using the SEmi-algebraic framework for approximate
Canonical polyadic decompositions via SImultaneous Matrix Di-
agonalizations (SECSI), followed by clustering and refinement pro-
cedures that return the appropriate rank-(Lr, Lr, 1) BTD terms.
Moreover, we introduce a new approach to estimate the multilinear
rank structure of the tensor based on the HOSVD and k-means
clustering. Since the proposed SECSI-BTD algorithm does not
require a known rank structure but can still take advantage of the
known ranks when available, it is more flexible than the existing
techniques in the literature. Additionally, our algorithm does not
require multiple initializations, and the simulation results show that
it provides more accurate results and a better convergence behavior
for an extensive range of SNRs.

Index Terms—Block-term decomposition, tensor, SECSI,
Canonical Polyadic, k-means, model order.

I. INTRODUCTION

OWING to multidimensionality-related benefits, tensor-
based techniques have become a primary tool for many

signal processing applications. Compared to classical matrix
factorizations, tensor decompositions possess more relaxed
uniqueness conditions and preserve the data’s original, often
inherently multidimensional structure. This enables modeling a
signal across multiple domains and facilitates the interpretation
of results. Additionally, a variety of tensor factorizations allow
choosing a technique that best suits a given task or data.
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Probably the most prominent and extensively used tensor
decompositions are the Higher-Order Singular Value Decom-
position (HOSVD) [1], [2] and the Canonical Polyadic Decom-
position (CPD), sometimes also referred to as CANDECOMP
or PARAFAC [3], [4], [5]. They have found their applications
in a wide range of fields, including statistics, communications,
localization, biomedical signal processing, source separation,
and many others [5], [6]. Furthermore, both decompositions
have several variations and extensions, and the block-term de-
composition (BTD) can be considered one of them. Depending
on the ranks of sub-blocks in the BTD, several types of this de-
composition have been distinguished in the literature, for exam-
ple, decomposition in rank-(L,L, 1) terms, in rank-(L,M,N)
terms, or in rank-(L,M, ·) terms [7], [8]. In this article, our
focus falls on the block-term decomposition in rank-(Lr, Lr, 1)
terms, which has gained increasing attention from researchers
in the last decade.

Whereas CPD techniques are quite well understood in the
literature (there are elegant uniqueness theorems, stable and
powerful tools for their computation and model order estima-
tion), block-term decompositions are still a subject of active
research since they pose a more complex problem due to inherent
ambiguities and weaker uniqueness properties. Interestingly,
exactly these properties render the block-term decompositions
attractive for some applications since their uniqueness con-
ditions are less strict, and they can be applied under more
general circumstances than the CPD. However, state-of-the-art
BTD frameworks as, for example, Tensorlab [9], do not always
provide a stable decomposition performance, implying that they
are prone to erroneous estimation of the factors for a great
range of possible model parameters (these can be traced back to
suboptimal initialization of the BTD-algorithm). An additional
challenge that arises before computing the BTD is the estimation
of the number of BTD terms and the multilinear ranks. For
instance, in Tensorlab solutions, the number of rank-(Lr, Lr, 1)
terms as well as the Lrs have to be known beforehand, which
might not be the case for some applications.

Recently, block-term decompositions have received a lot of
attention in different research areas. The authors in [7], [8],
[10], [11], [12], [13] introduce the definitions, link to CPD,
and the uniqueness conditions for different types of block-term
decompositions as well as optimization-based and algebraic
algorithms to estimate the block-term factors assuming that the
rank structure is known beforehand. On the other hand, the
authors in [14], [15], [16], [17], [18] present the hierarchical
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iteratively reweighted least squares (HIRLS) and the alternating
group lasso (AGL) algorithms that estimate both the ranks and
the factors of rank-(Lr, Lr, 1) BTDs. However, they do not
exploit prior knowledge of ranks when available and require
multiple initializations to ensure convergence. Another recent
article on the multilinear rank decomposition investigates the
conditions under which the decomposition in rank-(Lr, Lr, 1)
terms is unique and can be computed via an eigenvalue decom-
position [19]. The BTD algorithm based on the group sparsity
property of the loading matrices introduced in [20] also allows
performing the decomposition and the model order estimation.
Still, it is limited to a rank-(L,L, 1) BTD with equal multilinear
ranks.

Other research directions, which further exploit the BTD,
include a wide variety of different applications and the exten-
sion to coupled decompositions. For instance, the uniqueness
conditions and the algorithms for coupled CPD and BTD in
rank-(Lr,n, Lr,n, 1) terms are discussed in [21], [22], and struc-
tured data fusion by means of coupled tensor decompositions
is presented in [23]. The authors in [24] use a coupled block
simultaneous generalized Schur decomposition to calculate the
coupled rank-(Lm, Ln, ·) BTD. In contrast to the current work,
in [25], we propose an algorithm to calculate the coupled rank-
(Lr, Lr, 1)BTD of multiple tensors with a common mode which
often occurs in biomedical data applications [26]. Moreover,
several authors have presented many other practical applications
of the BTD, which include communications signal processing,
radar, and image and graph analysis [27], [28], [29], [30], [31],
[32], [33], [34]. The nonnegative rank-(Lr, Lr, 1) and coupled
rank-(Lr, Lr, 1) decompositions with application to hyperspec-
tral imagery and cartography are investigated in [35], [36], [37].
The authors in [38] propose an algorithm to compute the rank-
(L,M,N ) BTD of large streaming tensor datasets. Another way
of looking at the CPD and BTD is discussed in [39], [40]. The au-
thors view these decompositions as a special case of the Tucker
decomposition and introduce the Krylov-Levenberg-Marquardt
algorithm to compute it. Compared to the rank-(Lr, Lr, 1) BTD
studied in this article, the BTD in [39] is considered as a sum
of Tucker tensors with a block diagonal core tensor which in
turn requires prior knowledge of the block-structure (multilinear
ranks).

Contributions: This article proposes a new approach to cal-
culate the block-term decomposition in rank-(Lr, Lr, 1) terms
based on the SEmi-algebraic framework for approximate Canon-
ical polyadic decompositions via SImultaneous Matrix Diag-
onalizations (SECSI) [41], which shows enhanced numerical
stability even for low SNR scenarios. In contrast to the schemes
in [14], [15], [16], [18], our algorithm does not require multiple
initializations to ensure convergence. Moreover, compared to
the algorithm in [9], the proposed approach can perform the
decomposition even with an unknown rank structure. To this
end, we introduce an extension of the LineAr Regression of
Global Eigenvalues (LaRGE) scheme, originally designed for
for the estimation of the CPD rank of a noise-corrupted low-rank
tensor, to estimate the number ofLr terms. The article also shows
how theLrs can be estimated through k-means clustering. Com-
pared to our work in [25], this contribution explores a general

Fig. 1. Block diagram of the SECSI-BTD framework.

rank-(Lr, Lr, 1) decomposition of a single three-dimensional
tensor with possibly unknown block- and multilinear ranks.
We provide a detailed description of the proposed approach,
including the CPD to BTD transformation, the estimation of
ranks, and the calculation of the BTD factors. Moreover, we
conduct extensive and thorough synthetic data simulations to
validate the proposed algorithm and compare it to the schemes
from the literature. We refer to the proposed rank-(Lr, Lr, 1)
BTD framework as SECSI-BTD. It should be mentioned that
it does not require a known rank structure but can still exploit
prior knowledge of the model order when available. Altogether,
the SECSI-BTD framework to compute an approximate BTD
from noise-corrupted measurements is composed of three main
blocks (Fig. 1):
� The model order estimation block based on the LineAr

Regression of Global Eigenvalues (LaRGE) scheme to esti-
mate the number of block-terms and the sum of multilinear
ranks (can be skipped if the ranks are known beforehand);

� The computation of the initial estimates using the BTD
extension of the SECSI framework and clustering, which
includes the calculation of the initial rank-(Lr, Lr, 1) de-
composition factors via simultaneous matrix diagonaliza-
tions and clustering via the k-means algorithm;

� The refinement procedures that bring the initial estimates
to the BTD form and return the final estimates of rank-
(Lr, Lr, 1) terms by employing ALS or NLS iterations [8],
[13].

For notational simplicity, hereafter, by writing “BTD” we
refer to BTD in rank-(Lr, Lr, 1) terms.

Notation: Matrices and vectors are denoted by upper-case (A)
and lower-case (a) bold-faced letters, respectively. Bold-faced
calligraphic letters denote tensors (A). The superscripts {·}T,
{·}H, {·}-1, and {·}+ denote the transpose, Hermitian transpose,
matrix inverse, and Moore–Penrose pseudoinverse, respectively.
Moreover, the mth column and the lth row of A is denoted as
A(:,m) and A(l,:), respectively. The operator D{·} denotes the
construction of a diagonal matrix with diagonal elements being
the entries of the input vector. We use ⊗, �, and ◦ to denote
the Kronecker, Khatri-Rao (column-wise Kronecker), and outer
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Fig. 2. Rank-(Lr, Lr, 1) BTD with L1 = 3, L2 = 2, and R = 2 as a CPD
with repeated columns in the 3-mode (matrix C).

products, respectively. The n-mode unfolding of the tensor A
is denoted as [A](n) (we use the reverse cyclical ordering of the
columns [1]), and the n-mode product between a tensor A and a
matrix A is denoted as A×n A [1]. The operator ‖ · ‖F denotes
the Frobenius norm. Additionally, we denote the Frobenius norm
of a tensor A by ‖A‖F defined as the square root of the sum of
the squares of all its elements, or equally, as the Frobenius norm
of an arbitrary n-mode unfolding of the tensor [5]. An identity
matrix of size d× d is denoted as Id, whereas Id,R denotes a
super-diagonal d-dimensional tensor of size R×R× · · · ×R
with elements equal to one if all d indices are equal and zeros
otherwise. A column vector of ones of size R is denoted as 1R.
The field of real (R) or complex (C) numbers is represented by
F. To ease the notation, we use ΣLr to denote

∑R
r=1 Lr.

This article is organized as follows. Section II provides some
preliminaries on the BTD. In Section III, we present an algorithm
to estimate the model order of the rank-(Lr, Lr, 1) BTD. Then,
we introduce a simultaneous matrix diagonalization (SMD)-
based technique to calculate the block-term factor matrices in
Section IV. Section V presents the refinement procedures to
construct the final estimates. The numerical results are shown in
Section VI, and Section VII is devoted to conclusions.

II. PRELIMINARIES: BTD VS. CPD

In this article, we exploit the connection between the CPD
and BTD to estimate the block-terms of a rank-(Lr, Lr, 1) de-
composition. Even though their uniqueness properties differ, the
BTD and CPD have much in common. The BTD can be seen as a
special case of the CPD with collinearity in one of the factors, see
Fig. 2. Then, the rank-(Lr, Lr, 1) BTD of a three-dimensional
noise-corrupted tensor T ∈ F

I×J×K can either be written in a
BTD form [9]

T =

R∑
r=1

(
Ar ·BT

r

) ◦ cr +N , (1)

or in a CPD form

T =

R∑
r=1

Lr∑
�=1

Ar,(:,�) ◦Br,(:,�) ◦ cr +N (2)

= I3,ΣLr
×1 A×2 B ×3 C

(r) +N , (3)

where R and Lr are the number of block-terms and the mul-
tilinear ranks, respectively. Moreover, Ar ∈ F

I×Lr and Br ∈
F
J×Lr are the r-th submatrices of A and B so that A =

[A1,A2, . . .,AR] ∈ F
I×ΣLr and B = [B1,B2, . . .,BR] ∈

F
J×ΣLr . The vectors cr ∈ F

K×1, r = {1, . . ., R} are stacked in

the matrix C so that C = [c1, c2, . . ., cR] ∈ F
K×R. The matrix

C(r) = [c1 · 1T
L1
, c2 · 1T

L2
, . . . , cR · 1T

LR
] ∈ F

K×ΣLr (4)

has repeated (or linearly dependent) columns. Then, the BTD
in (1) and (2) can be viewed as CPD with linear dependencies in
the third factor matrix or, similarly, the CPD can be considered as
a BTD with allLrs being equal to one. With repeated or colinear
columns in C(r), Kruskal’s condition [42] for uniqueness is
evidently not satisfied. On the other hand, it has been shown
in [7], [19] that the BTD is more attractive in this regard and can
be uniquely determined under more relaxed conditions than the
CPD. At the same time, while the CPD is said to be essentially
unique up to an arbitrary permutation and scaling of its rank-one
terms, an additional matrix product ambiguity occurs when con-
sidering the essential uniqueness of the multilinear-rank terms
in the BTD

ArB
T
r = (ArHr)

(
H -1

r B
T
r

)
= A′rB

′T
r , (5)

where Hr is an arbitrary nonsingular matrix. Since this sub-
matrix product ambiguity is hard to resolve, the BTD is often
written in the following form

T =

R∑
r=1

Er ◦ cr +N , (6)

where Ar and Br are merged into Er ∈ F
I×J such that Er =

ArB
T
r [7].

In the next sections, we will introduce an approach to deter-
mine the number of terms R and the multilinear ranks Lr using
the HOSVD and clustering, followed by an estimation of the
BTD factors via SECSI [41].

III. HOSVD-BASED MODEL ORDER ESTIMATION

In the most common applications of the BTD, such as ECG
and EEG-MEG data processing or source separation, the rank
structure is usually not available beforehand. Some papers deter-
mine the ranks by trial and error, which is very straightforward
but not efficient [26], [43]. The authors in [14], [15], [16], [18]
propose approaches that compute the factors and ranks of the
BTD jointly in an iterative way which is computationally not
effective in cases when, for example, only the rank structure
itself is a subject of interest. In this article, we show how to
estimate the model order of noise-corrupted BTD tensors by
separating the signal and noise subspaces based on an extension
of the linear regression of global eigenvalues (LaRGE) approach
in [44].

To this end, let us consider a noise-corrupted three-
dimensional measurement tensor T given by T = T 0 +N ∈
F
I×J×K , where T 0 =

∑R
r=1(Ar ·BT

r ) ◦ cr ∈ F
I×J×K is the

noiseless BTD structured data, and N ∈ F
I×J×K is an additive

noise tensor. Whereas the rank of the first two modes of this
rank-(Lr, Lr, 1) block-term decomposition is assumed to be
equal to ΣLr, the rank in the 3-mode is assumed to be R. Then,
the HOSVD of T is given by

T = S ×1 U1 ×2 U2 ×3 U3, (7)
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where S ∈ F
I×J×K is a core tensor, and U1 ∈ F

I×I , U2 ∈
F
J×J , and U3 ∈ F

K×K contain the left singular vectors of the
n-mode unfoldings of X computed from [T ](n) = UnΣnV

H
n ,

n ∈ {1, 2, 3}, where Σn contains the n-mode singular values
σ
(n)
i on its main diagonal. The n-mode singular values σ

(n)
i

are related to the n-mode eigenvalues λ
(n)
i of [T ](n)[T ]H(n)

through λ
(n)
i = (σ

(n)
i )2. Moreover, the eigenvalues can be

computed asdiag(λ(n)
1 , . . . , λ

(n)
Q ) = [S](n) · [S]H(n), whereQ ∈

{I, J,K} and [S](n) is the n-mode unfolding of the core tensor
S in (7).

The main concept of LaRGE is based on the fact that (asymp-
totically) the noise eigenvalues have an exponential decay and,
therefore, unlike the signal eigenvalues, can be approximated
by a straight line on a logarithmic scale. Hence, the point
where the linear regression fails will indicate the detection of
the smallest signal eigenvalue and, accordingly, the rank. In
the original LaRGE algorithm for the estimation of the CPD
rank, the authors perform the linear regression on the so-called
global eigenvalues [45]. The ith global eigenvalue is equal to
the product of the ith n-mode eigenvalues, where i = 1, . . . ,M ,
M = min{I, J,K}. The assumption that all factors in the CPD
model have the same rank/column dimension allows taking
into account the eigenvalues from all modes and leads to more
reliable estimates. On the other hand, as it follows from the
definition of the multilinear rank decompositions, not all the
n-mode ranks have to be equal. If this asymmetric rank structure
is not taken into account, the global eigenvalues might be heavily
affected by the rank deficiencies in the third mode. Therefore, we
split the BTD rank structure estimation procedure into two runs
to accommodate this. During the first run, theΣLr are estimated
based on the semi-global eigenvalues from the 1-mode and the
2-mode

λ̃
(1,2)

i =
(
σ
(1)
i

)2
·
(
σ
(2)
i

)2
, (8)

and during the second run, only the 3-mode is used

λ̃
(3)

i =
(
σ
(3)
i

)2
. (9)

The linear regression scheme can be applied toλ(1,2)
i = ln λ̃

(1,2)

i

and λ
(3)
i = ln λ̃

(3)

i separately to estimate ΣLr and R as follows.
Starting from the smallest eigenvalue λM , find a prediction λ̂i

of the next eigenvalue on a logarithmic scale1 subject to

min
a1,a2

(
M−k∑
i=M

(
λ̂i − λi

)2)
, (10)

where λ̂i = a1i+ a2 is the smallest eigenvalue, k =
{1, . . . ,M − 1} is the step index, and M is equal to min{I, J}
when estimating ΣLr and to K when estimating R. For each

1Since the further rank estimation steps are the same for both ΣLr and R, for
notational simplicity, we skip the superscripts (1,2) and (3) inλi (λi corresponds

to λ
(1,2)
i when estimating ΣLr , and to λ

(3)
i when estimating R) and M .

step k calculate the relative prediction error as follows

δM−k =
λM−k − λ̂M−k∣∣∣λ̂M−k

∣∣∣ =
ΔM−k∣∣∣λ̂M−k

∣∣∣ . (11)

Next, calculate the standard deviation of the approximation error
as

σM−k =

√√√√1

k

M−k∑
i=M

(
Δi − 1

k

M−k∑
i=M

Δi

)2

, (12)

where the second quantity in parentheses denotes the mean value
of the absolute prediction error Δi. Then, compute the ratio
between the relative prediction error and the standard deviation
of the approximation errors in the previous steps as

PESDRk =
δM−k

σM−k−1
. (13)

The first signal eigenvalue is detected when the Prediction Error
to Standard Deviation Ratio (PESDR) exceeds the predefined
threshold ρ for the first time. The number of signal eigenvalues
corresponds to an estimate ofΣLr when regression is performed
on the 1-mode and 2-mode eigenvalues, and to an estimate of
R when the 3-mode eigenvalues are used. The estimate of ΣLr

is further employed for the computation of initial estimates via
SECSI, while the estimate of R is used for the clustering of the
BTD terms.

We refer to the proposed model order estimation algorithm
(for the BTD) as LaRGE-BTD, whose main steps are sum-
marized in Algorithm 1. Moreover, to avoid estimation errors
appearing due to a relatively small difference between the rank
and the smallest dimension of the tensor, LaRGE with a penalty
function (LaRGE PF) can be employed [46]. The penalty func-
tion ensures that the value of σM−k exceeds a certain threshold
ε, which allows reducing the outliers that may lead to wrong
estimates. For more details on the LaRGE algorithm, we refer
the reader to [44].

The numerical results of the LaRGE-BTD estimation per-
formance are demonstrated in Fig. 3. For the simulations,
1000 complex-valued tensors were constructed according to the
model in (1) with factor matrix entries drawn from a zero-mean
uncorrelated Gaussian distribution with variance σ2

n. Accord-
ingly, the SNR is defined as 1/σ2

n. Fig. 3(a) depicts the percent-
age of correct rank estimates as a function of the threshold ρ.
As it can be observed, different thresholds should be used for
the estimation of the number of block terms and for the sum of
the multilinear ranks. According to the simulation results, the
recommended threshold ρ for R and ΣLr are between 1.5− 2
and 0.4− 0.5, respectively. The second simulation in Fig. 3(b)
shows the performance of LaRGE-BTD as a function of the SNR
(ρR = 1.5 and ρΣLr

= 0.5). As it can be seen, the estimation
of the number of block terms R is more reliable. This can be
explained by the fact that the difference between ΣLr and the
dimensions of a tensor is smaller than the difference between R
and the dimensions of a tensor.
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Algorithm 1: LaRGE-BTD: ΣLr (case 1) and R (case 2).

Require: 3-way tensor T ∈ F
I×J×K

1: σ(n)
i ← HOSVD(T )

2: Case 1: M = min{I, J}, Case 2: M = K
3: for i = 1, . . . ,M do
4: Case 1: λ̃i = (σ

(1)
i )2 · (σ(2)

i )2; Case 2: λ̃i = (σ
(3)
i )2

5: λi = ln λ̃i

6: end for
7: for k = 1, . . . ,M − 1 do
8: prediction λ̂M−k
9: δM−k = λM−k−λ̂M−k

|λ̂M−k | = ΔM−k
|λ̂M−k |

10: σM−k =
√

1
k

∑M−k
i=M (Δi − 1

k

∑M−k
i=M Δi)2

11: PESDRk = δM−k
σM−k−1

12: if (PESDRk−1 < ρ) ∧ (PESDRk ≥ ρ) then
13: Rank = M − k
14: break
15: end if
16: end for

IV. EXTENSIONS OF THE SECSI FRAMEWORK FOR

BLOCK-TERM DECOMPOSITION

In contrast to previous simultaneous matrix diagonalization
(SMD)-based approaches [47], the SECSI framework exploits
the tensor structure of the CPD to construct not only one but
the full set of possible SMDs. By solving all SMDs, multiple
estimates of the factor matrices can be obtained, and strategies
have been presented to choose the best estimate in a subsequent
step [41].

In this contribution, we introduce an extension of SECSI
that enables the computation of initial estimates of the rank-
(Lr, Lr, 1) block-term decomposition. The new extension in-
cludes the following major enhancements and contributions:
� An introduction of a new heuristic that reduces the number

of SMDs to be computed, thereby decreasing the compu-
tational load.

� An estimation of the multilinear ranks Lr using clustering.
� A befitting partitioning of the columns of the estimated

matrices A and B into multilinear rank submatrices.
� A design of highly reliable initial BTD estimates that

guarantees the convergence of the refinement procedures
and does not require multiple initializations.

A. Brief Overview of the SECSI Framework

The SECSI framework has originally been designed to decom-
pose a tensor into the sum of rank-1 terms. Before presenting its
extension to a multilinear rank decomposition, let us review its
main steps.

1) Truncated HOSVD: Let T 0 ∈ F
I×J×K be a noise-free

tensor with a given (or estimated) rank d whose CPD is given
by

T 0 = I3,d ×1 F 1 ×2 F 2 ×3 F 3, (14)

where F 1, F 2, and F 3 are the corresponding factor matrices.

Fig. 3. Performance of LaRGE-BTD. Tensor of size 40× 40× 40 with
R = 3, Lr = [3, 3, 3]. Results are averaged over 1000 Monte-Carlo trials.

The first step of SECSI is the computation of a truncated
HOSVD2 of T to generate a truncated core tensor S [s] ∈
F
d×d×d and a set of truncated unitary matrices U

[s]
1 ∈ F

I×d,

U
[s]
2 ∈ F

J×d, and U
[s]
3 ∈ F

K×d that span the column space of
the corresponding n-mode unfolding of T 0

T 0 = S [s] ×1 U
[s]
1 ×2 U

[s]
2 ×3 U

[s]
3 . (15)

Only the first d singular values and their corresponding left
singular vectors are chosen to take into account the given (or
estimated) CPD rank. The columns of each of the unitary matri-
ces span the same vector space as the CPD factor matrices in the
same mode. Thus, there exist three non-singular d× d transform
matrices3 T 1, T 2, and T 3 that diagonalize the core tensor S [s]

2If the HOSVD has been already calculated during the LaRGE-based rank
estimation step (Section III), then it can be further truncated in the first step of
SECSI without a need to calculate it again. This will significantly reduce the
computational cost.

3The assumption of the existence of the three non-singular transform matrices
holds when the CPD is not rank deficient in any of the three modes, i.e.,
all factor matrices have full column rank. If the CP decomposition is rank
deficient in one mode, the corresponding transform matrix and SMDs do not
exist anymore. However, if the remaining two modes are not rank deficient, we
can still construct two SMDs (left-hand and right-hand sides) that do not contain
the transform matrix corresponding to the rank-deficient mode. Therefore, the
SECSI framework is applicable if at least two of the tensor modes are not rank
deficient.
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and provide a connection between the two sets of matrices

F 1 = U
[s]
1 · T 1, F 2 = U

[s]
2 · T 2, F 3 = U

[s]
3 · T 3. (16)

In the next step, these transformation matrices are estimated (in
several different ways).

2) Simultaneous Matrix Diagonalization of the Core Tensor’s
Slices: It has been shown in [41] that the n-mode slices of the
core tensor S have a direct relation to the columns of the n-
mode’s factor matrix and the transformation matrices of the other
two modes from (16). For example, if S(3)

(:,:,k) is the k-th 3-

mode slice of the modified core tensor S(3) = S [s] ×3 U
[s]
3 ∈

F
d×d×K , and ĉk is the k-th row of F 3, then

D {ĉk} = T -1
1 · S(3)

(:,:,k) · (TT
2 )

-1. (17)

Equation (17) corresponds to a non-symmetric SMD [41]. It can
be converted into a symmetric one by multiplying (17) by the
inverse of an arbitrary pivoting slice p ∈ {1, . . . ,K} from either
the right-hand side (rhs)

S(3)rhs
(:,:,k) = S(3)

(:,:,k) · (S(3)
(:,:,p))

-1 (18)

= T 1 · D {ĉk} · D {ĉp}-1 · T -1
1 , (19)

or the left-hand side (lhs)

S(3)lhs
(:,:,k) = ((S(3)

(:,:,p))
-1 · S(3)

(:,:,k))
T (20)

= T 2 · D {ĉk} · D {ĉp}-1 · T -1
2 . (21)

The slice with the smallest condition number4 is considered as
a clever choice for a pivot. As it can be seen from (19) and
(21), the transform matrices T 1 and T 2 can be estimated by
simultaneous diagonalization of all slices ofS(3)rhs andS(3)lhs,
respectively. Moreover, from the diagonal elements of the jointly
diagonalized matrices, estimates of F 3 can be obtained from
the right-hand side SMD (19) or the left-hand side SMD (21).
The ambiguity that is brought to each column by D{ĉp}-1 lies
within the scaling ambiguity that is inherent for any CPD and
can therefore be ignored. The current implementation of SECSI
employs the SMD algorithm described in [49], which builds
up the transformation matrix iteratively out of alternating shear
matrices and unitary transform matrices. The acquired T 1 (T 2)
obtained from this SMD can be used to estimate F 1 (F 2)
according to (16). After two of the three factor matrix estimates
have been found, a least squares solution for the last factor can
be computed from one of the following equations

F 1 = [T 0](1) · (F 2 � F 3)
T+,

F 2 = [T 0](2) · (F 3 � F 1)
T+,

F 3 = [T 0](3) · (F 1 � F 2)
T+. (22)

The similarity between this problem and the generalized eigen-
value decomposition (GEVD) approach that is used to initialize
the Tensorlab algorithm should be mentioned here. Whereas

4The condition number of a matrix A is defined as the ratio of its largest
singular value to the smallest singular value and quantifies the sensitivity of the
Ax = b problem to the changes in A [48].

both algorithms are essentially pencil-based, the approach
in [50] uses only two slices of the tensor to compute a generalized
eigenvalue decomposition and, subsequently, estimate the factor
matrices. In contrast, the SECSI framework uses an SMD-based
approach that examines different modes and, instead of consid-
ering only one subpencil, takes all the slices of the tensor into
account.

The authors in [51] study the performances of the pencil-
based algorithms for the CPD and state that “for every pencil-
based algorithm, there exists an open set of the rank r tensors in
R

n1×n2×n3 for which it is unstable” and the instability is caused
by a significant difference between the condition number of a
tensor rank decomposition [52] in R

n1×n2×n3 and R
n1×n2×2:

the expected condition number of a tensor rank decomposition
for n1 × n2 × 2 tensors is much larger on the average than the
tensor condition number5 for n1 × n2 × n3 tensors. The article
also states that “as n3 increases, very large condition numbers
become increasingly unlikely”. Consequently, the fact that we
consider the simultaneous matrix diagonalization of tensors of
size d× d×K ((18)–(20)), according to the aforementioned
article, greatly increases the probability of a low tensor condition
number, and consequently, leads to more stable solutions.

Another CPD algorithm that improves the accuracy of the
GEVD-based solutions is proposed in [53]. The authors in-
troduce the GESD approach that exploits not one but many
subpencils of the tensor to find the generalized eigenvectors
and eigenspaces that correspond to sufficiently well-separated
generalized eigenvalues. Two of the three factor matrices are
then obtained by combining information from the different
subpencils. The GESD algorithm outperforms the GEVD, espe-
cially for the correlated factors case, and therefore its extension
to block-term decompositions might be promising. Compared to
the GESD, SECSI does not consider the subpencils of the tensor
but all the slices jointly. Moreover, in the non-degenerate CPD
cases, the algorithm allows computing the SMDs in different
modes (not only in the 3-mode) to get the best solution.

3) Choice of the Final Estimate: As mentioned above, the
three factor matrices can either be retrieved by the left-hand
side estimate or the right-hand side estimate, which enables
a choice out of two sets of estimated factor matrices for each
mode, resulting in 6 sets of factor matrix estimates for a ten-
sor with three dimensions. The best accuracy in terms of the
reconstruction error can be achieved by considering all com-
binations of estimated factor matrices F 1, F 2, and F 3 (from
all SMDs) and choosing the combination with the smallest
reconstruction error as final estimates (“Best Matching (BM)”
approach). Since, in this case, all the combinations, including
the factor matrices from different SMDs have to be checked,
this solution is computationally quite expensive. On the positive
side, the SECSI framework offers several heuristics that allow
controlling the trade-off between performance and complexity.
Therefore, the final estimates of the framework can be chosen
according to predefined heuristics, which are based on different
selection criteria such as reconstruction error, condition number,

5Here, by “condition number” and “tensor condition number” we refer to
“condition number of tensor rank decomposition” [51], [52].
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or SMD residuals. The SECSI framework features the following
heuristics to choose from [41]:
� REC PS (reconstruction error - paired solutions): Instead

of enabling factor matrix combinations from different
SMDs as in the “BM” approach, only the combinations
that originate from the same SMD (“paired solutions”)
are evaluated. As an accuracy measure, this heuristic uses
the reconstruction error between the tensor reconstructed
from the estimated loading matrices and the original data
tensor. The set of matrices that provides the smallest re-
construction error is picked as the final output.

� RES (SMD residuals): Out of all estimates, the set of factor
matrices that originate from the “best” SMD is used, which
is the SMD whose transformation matrix T provides the
best diagonalization of the n-mode core tensor slices, thus
leaving the smallest residual error. The residual error is
defined as the average Frobenius norm of the off-diagonal
elements of the tensor slice pencils after the estimated
transformation matrices T and T -1 are applied to it.

� CON PS (condition number - paired solutions): Instead of
solving all possible SMD problems, only the two SMDs
in the mode where the pivot slice has the best condition
number are computed. The final solution is selected from
the SMD (left-hand side or right-hand side) that yields the
lower reconstruction error. Subsequently, the two solutions
are compared in terms of their reconstruction error, and the
one which yields the lower reconstruction error is returned
as the final solution. The combinations between the es-
timates from the two different SMDs are not considered
(“paired solutions”). This heuristic is the fastest since not
all SMDs have to be solved.

These heuristics allow reducing computational complexity
by offering an excellent trade-off between the complexity and
accuracy of the solution. Since the smallest possible recon-
struction error is achieved by the “best matching” approach,
we consider it as a benchmark solution that determines the
achievable reconstruction error in the SECSI framework.

The proposed BTD extension of SECSI uses new BTD
heuristics which exploit the prior knowledge of the block-term
structure of the tensor to reduce the computational load of
SECSI.

B. Extension to Block-Term Decomposition

SECSI is capable of computing an approximate CPD even in
so-called “degenerate” cases, meaning that one factor matrix has
proportional (or highly correlated) columns or if one dimension
of the tensor is smaller than the CP-rank of the tensor. In these
cases, a non-singular transformation matrix for the correspond-
ing mode does not exist. However, to be able to generate an
estimate for the CPD factor matrices of a three-way array, at
least two of the three transformation matrices have to exist and
have to be non-singular, so that (19) and (21) can be obtained. If
a BTD scenario is viewed as a special case of the CPD, one of
the CPD factor matrices must have repeated columns, leading
to a degenerate case. A CPD approximation is still possible
under these circumstances, although it is only essentially unique

(see (5) in Section II). Note that the existence of the transforma-
tion matrices coincides with one of the sufficient conditions for
essential uniqueness defined in [7].

Reducing the Computational Load of the SMDs: High nu-
merical stability of the estimates (which makes them favorable)
obtained via SECSI comes with computational cost. If we con-
sider the BTD as a special case of the CPD, we assume that one of
the factors has linearly dependent columns. This can be exploited
to decrease the computational load of the SECSI framework. For
most of the heuristics, all six possible SMD have to be calculated
in order to choose the best estimate. This is reasonable in case
of the CPD because, apart from the different dimensions of the
tensor for each of the modes, the CPD problem is a symmetrical
one and the factor matrices often feature similar mathematical
properties. In the case of a BTD however, the problem becomes
asymmetrical due to the specific rank structure, which is also one
of the reasons why two of the factor matrices are only unique up
to the product of their submatrices. Moreover, this asymmetry
affects the choice of the estimates in the last step of SECSI as
follows.

If one of the modes is rank deficient (assume the third mode in
case of the rank-(Lr, Lr, 1) BTD), the corresponding transform
matrix and the SMDs where this transform matrix is present do
not exist anymore. However, we can still construct the two SMDs
(left-hand side and right-hand side, equations (19) and (21)) in
the 3-mode. Then, the 3-mode factor matrix can be directly
obtained from the K diagonal matrices, and the remaining
factors are estimated from the transform matrix and the least
squares fit. This procedure will result in two sets of estimates
for every factor matrix.

The following numerical experiments demonstrate the prob-
abilities with which the final solutions were chosen from par-
ticular SMDs when applying SECSI on CPD- and BTD-model
tensors. First, we generate three factor matrices with CP rank
ΣLr and random complex Gaussian-distributed entries accord-
ing to the model in (14) to build up a CPD tensor. After that, a
noise tensor with a small power is added to the tensor. Then, we
decompose the noise-distorted tensor via the SECSI framework
with the “REC PS” heuristic and track which of the 6 sets of
estimated factor matrices is used as the final output. As the
histogram in Fig. 4(a) shows, there are no preferred modes in
the CPD scenario, and the final estimates can originate from all
SMDs with a non-zero probability.

The second simulation is conducted in the same way as the one
described above, but the tensor is now constructed from block-
terms according to (1) and with the multilinear rank-(Lr, Lr, 1)
structure. Whereas the first and second mode factor matrices A
and B have ΣLr distinct columns, the third mode factor matrix
C(r) has repeated columns as in (3). The results for the second
simulation are shown in Fig. 4(b). It can be seen that for the
BTD-constructed tensor in all cases one of the estimates with
the diagonalizations in the 3-mode is used, whereas no such
tendency can be seen for the CPD-constructed tensor.

These simulations demonstrate the advantages of the utiliza-
tion of different mode SMDs in the original SECSI framework
for the CPD. In a given application, we might not know be-
forehand in which mode the rank deficiency will occur. Most
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Fig. 4. Histogram of paired solutions chosen by SECSI (”REC PS”) after com-
paring their reconstruction errors. “lhs” and “rhs” refer to the left-hand side and
right-hand side transformation matrix estimate, respectively. T ∈ R20×30×40,
SNR = 50 dB. Results are averaged over 1000 Monte-Carlo trials.

of the GEVD-based algorithms, by default, are applied to the
3-mode slices and fail to obtain an accurate solution when the
rank-deficiencies occur in the other modes. SESCI, by contrast,
constructs all SMDs, and allows choosing the solution with the
best performance (in terms of the chosen selection criterion)

Nevertheless, the computation of the SMDs in all modes
increases the computational time. Therefore, we have added new
heuristics to the SECSI-framework: “REC PS BT” (reconstruc-
tion error - paired solutions - block-terms) and “RES BT” (resid-
ual error - block-terms). Similarly to the CPD-SECSI heuristics
described in Section IV-A3, they choose the final estimates based
on the reconstruction error and SMD residual error, respectively.
In contrast, to the original heuristics, they only consider the
SMDs in the 3-mode. The “REC PS BT” heuristic solves both
right-hand and left-hand side SMDs and picks the estimates
from the SMD that provides the smallest reconstruction error.
The “RES BT” heuristic computes the final estimates only from
one SMD that provides the best diagonalization in terms of the
residual error. This lowers the computation time of the SMDs
up to a factor of three (depending on which heuristic is used as
a reference).

Since in the BTD case, we only consider “paired solutions”,
i.e, the final estimates always originate from the same SMD
problem, the scaling and permutation ambiguities of the factor
matrices are consistent and do not affect the reconstruction error.

Restoring the Submatrix Structure: As it can be observed
from (1) and (3), the BTD can be transformed into a CPD
by repeating the r-th column of C in (1) Lr times. Whereas
the transformation of C from the BTD into C(r) in the CPD
is therefore rather trivial (if the submatrix structure of A and
B is assumed to be known), the reverse operation is a more
challenging task. After performing an approximate CPD on the

noise-corrupted BTD tensor, the estimated matrix Ĉ
(r)

will not
perfectly match the structure of C(r) in (4). The columns in

Ĉ
(r)

will be arbitrarily permuted and scaled, and the repeated

columns in C(r) will not be explicitly equal in Ĉ
(r)

. Therefore,
one has to find an efficient way to reduce the number of columns

of the estimated matrix Ĉ
(r)

to R columns to obtain Ĉ without
clipping off valuable information.

First, let us consider the output of the SECSI-framework. In

the noiseless case, the columns of Ĉ
(r)

are repetitions of the
columns of Ĉ in a random order. For the computation of Ĉ from

the CPD approximation Ĉ
(r)

, the submatrix structure of A and
B has to be restored. This means that the columns which belong
to the same (Lr, Lr, 1)-term need to be adjacent to each other. In
the noiseless case, this can be done by rearranging the columns

of Ĉ
(r)

so that equal columns are adjacent and by rearranging the
columns of Â and B̂ in the same way. If the tensor is disturbed

by noise, however, the repeated columns of Ĉ
(r)

become more
distinct from each other, bringing up the need for a more so-
phisticated approach. The k-means clustering, a commonly used
technique in data analysis, shows to be quite effective for this
task since it only requires the number of clusters to be known be-
forehand [54]. It is a simple, iterative algorithm that tries to find
a set of cluster centers so that the summed squared distance of all
elements to their nearest cluster center is minimized. In the BTD
context, each cluster belongs to a different (Lr, Lr, 1) block
term, and if there were no clustering errors, the r-th cluster will
contain Lr columns. In our simulations, we use the k-means++
algorithm with a distance measure defined as a cosine of an angle

between two unit-norm vectors (cos θ =
Re{cH

i cj}
‖ci‖‖cj‖ ). After the

columns of Ĉ
(r)

have been grouped into clusters, a permutation

matrix P can be retrieved that rearranges the columns of Ĉ
(r)

so that all columns that belong to the same cluster are adjacent
to each other. By multiplying Â and B̂ by the same permutation
matrix, their submatrix structure can be restored. The k-means
clustering algorithm is also used in the GEVD initialization of
the Tensorlab BTD algorithm [9]. It can be observed that in some
cases, the k-means fails to generate clusters of the desired size
from the GEVD estimates. In that event, the Tensorlab algorithm
switches to random initialization. As discussed in Section IV-A2,
these instabilities might be caused by the fact that the expected
tensor condition number of the selected two-slices subtensor
might be very high on the average, compared to the expected
tensor condition number of the more-than-two slices tensor. On
the contrary, SECSI exploits the information of all available
tensor slices which stabilizes its performance. In cases when
the Lrs are not available, we utilize k-means to estimate the
multilinear ranks. But if the multilinear ranks are known, we
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Algorithm 2: SECSI-BTD framework for rank-(Lr, Lr, 1)
BTD with rank estimation.

Require: 3-way tensor T
1: R̂, ˆΣLr ← LaRGEBT(T ) �Ranks est.

2: Â, B̂, Ĉ
(r) ← SECSIBT(T , ˆΣLr) �Factors in CPD

form
3: P , L̂rs← k-means(Ĉ, R) �Clustering

4: Ã, B̃, C̃
(r) ← reordering(Â, B̂, Ĉ

(r)
, L̂r, P )

5: Ãr, B̃r, c̃r ← refinement �C in BT form, ALS/NLS

employ the constrained k-means to guarantee the appropriate
cluster sizes [55]. Another approach to calculate Lr based on
Symmetric Joint Block Diagonalization (S-JBD) is proposed
in [19]. However, it still requires prior knowledge of R and
ΣLr.

V. REFINEMENTS

After clustering, the columns of Â, B̂, and Ĉ
(r)

are sorted
in a way that the columns that belong to the same submatrix
are adjacent to each other. We denote the permuted matrices

as Ã, B̃, and C̃
(r)

. Next, the following refinement steps can be
applied to generate the final block term estimates as in (1). At this

stage, the matrix C̃
(r)

still contains the colinear columns ordered
according to R clusters and needs to be brought to the BTD
form. In other words, the colinear columns have to be reduced.
To perform the reduction effectively, i.e., without cutting off any
data, we first refine the matrices Ã and B̃ in an ALS fashion as
follows

Ã = [T ](1) (B̃ � C̃
(r)
)T+, (23)

B̃ = [T ](2) (C̃
(r) � Ã)T+. (24)

This step incorporates the multiple estimates of the columns of

C̃
(r)

into Ã and B̃. Then, an estimate of C ∈ F
K×R can be

computed using equation for C̃ from the ALS-based scheme for
the BTD in [8]

C̃ = [T ](3) [(Ã1 � B̃1) · 1L1
, . . . , (ÃR � B̃R) · 1LR

]T+.
(25)

Next, to finalize the factor matrix estimation, a suitable re-
finement scheme can be applied (either using nonlinear least
squares (NLS) or alternating least squares (ALS) [8], [13]). In the
BTD-ALS procedure, the factor matrices Ã and B̃ are updated
as

Ã = [T ](1) (B̃ �sm C̃)T+, (26)

B̃ = [T ](2) (C̃ �sm Ã)T+, (27)

where �sm denotes the submatrix-wise Khatri-Rao prod-
uct defined for two matrices X = [X1, . . .,XR] ∈ F

I×ΣLr

and Y = [Y 1, . . . ,Y R] ∈ F
J×ΣLr as X �sm Y = [X1 ⊗

Y 1, . . . ,XR ⊗ Y R] ∈ C
IJ×ΣL2

r . The matrix C̃ is updated as
in (25). The NLS/ALS schemes are run until one of the stopping
criteria is met (the relative change between two successive

iterations is small, the maximum number of iterations is reached,
or the change in objective function value relative to the tensor
norm is less than a specified tolerance).

The proposed SECSI-BTD framework to compute the rank-
(Lr, Lr, 1) BTD with rank estimation is summarized in Algo-
rithm 2. For tensors with a known rank structure, step 1 can be
skipped.

VI. NUMERICAL RESULTS

In this section, we conduct simulations with synthetically
generated data to assess the performance of the proposed al-
gorithms and compare it to the algorithms from the Tensorlab
toolbox [9], [13] for computing an approximate rank-(Lr, Lr, 1)
decomposition.

The tensors for simulations are constructed according to the
rank-(Lr, Lr, 1) BTD model in (1) where the factor matrices
have been drawn from a zero mean circularly symmetric com-
plex Gaussian (ZMCSCG) distribution with unit variance, and
the noise tensor N have been formed from ZMCSCG entries
with variance σ2

n. Accordingly, the SNR is defined as 1/σ2
n.

We use two different accuracy measures, a relative squared
reconstruction error (SRE) and a relative squared factor error
(SFE), to evaluate the accuracy of an estimated BTD. The SRE
is defined as

SRE =

∥∥∥T̂ − T 0

∥∥∥2
F

‖T 0‖2F
, (28)

where T 0 is the original noise-free tensor, and T̂ is a ten-
sor reconstructed from the estimated BTD factors as T̂ =∑R

r=1(Ãr · B̃T

r ) ◦ c̃r. The SFE for the matrix C is defined as

SFE =

∥∥∥C̃ · P c −C
∥∥∥2
F

‖C‖2F
, (29)

where the matrix P c corrects the permutation and scaling am-
biguity that is inherent in the estimation of the factor matrices.
These ambiguities are resolved as follows. First, the columns of
both C̃ and C are normalized to unit norm. The permutation is
corrected by rearranging the columns in C̃ so that the inner prod-
uct c̃Hr · cr between the estimated and original factor columns
is maximized. Then, the scaling is resolved by multiplying
the estimated columns by their scalar projection c̃Hr · cr in the
direction of the original vectors cr. Whereas the matrix C can
be estimated up to scaling and column permutation ambiguities,
the multilinear factor matrices Ar and Br are only unique
up to the products of their submatrices due to the submatrix
product ambiguities show in (5). Therefore, when evaluating
the performance for the matrices Ar and Br, in case of the SFE
calculations we consider the products ArB

T
r as follows

SFE(ABT) = E

⎧⎪⎨
⎪⎩
∥∥∥ÃrB̃

T

r −ArB
T
r

∥∥∥2
F

‖ArBT
r ‖F

⎫⎪⎬
⎪⎭ , (30)
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Fig. 5. T ∈ C20×30×40 with asymmetric and symmetric multilinear rank structures. Averaged over 1000 Monte-Carlo trials.

where Ar and Br are the original factor matrices, and Ãr and
B̃r are the estimated factors after resolving the permutation and
scaling ambiguities.

We compare the estimation performances of the proposed
SECSI-BTD algorithm with the performance of the NLS algo-
rithm with GEVD initialization from [13], which has been com-
monly used in many BTD applications [26], [43], [56], [57]. For
the proposed SECSI-BTD approach, we examine both the ALS
and NLS refinement procedures. ALS stops when the change
in the reconstruction error between two successive iterations is
less than a specified threshold (10−6) or the maximum number
of iterations (30) is reached. For the NLS refinement, we use the
nonlinear least squares procedure based on Gauss-Newton with
dogleg trust region from Tensorlab [9] with its default settings.
The algorithm stops when one of the following criteria is met:
the maximum number of iterations has been reached (200), the
change in the objective function value relative to the norm of
the tensor is less than a specified tolerance (10−12), or the ratio
of the step size relative to the norm of the current iterate is less
than a specified tolerance (10−6). To ensure a fair comparison,
the rank structure is assumed to be known for all algorithms.

In the simulations, we consider four scenarios with asymmet-
ric and symmetric multilinear rank structures. In the first two
scenarios, the tensors are of size (20× 30× 40) with the rank
structures R = 3, Lr = [2, 3, 4] and R = 4, Lr = [5, 5, 5, 5].
In the other two scenarios, the tensors have a smaller 3-mode
dimension and are of size (30× 40× 15) with Lr = [2, 3, 4]
and Lr = [2, 2, 2]. The SRE and SFE performances for T ∈

C
20×30×40 and T ∈ C

30×40×15 are shown in Figs. 5 and 6,
respectively. The blue curves denote the proposed SECSI-BTD
approach with the “REC PS BT” heuristic and ALS refinement,
red lines correspond to SECSI-BTD with “REC PS BT” and
NLS refinement, the green and the light blue curves denote the
SECSI-BTD approach with the “RES” heuristic and ALS or
NLS refinements, respectively. The NLS algorithm with GEVD-
based initialization from [13] is denoted with yellow color.
Figs. 5(a), (d), 6(a), and (d) show the complementary cumulative
distribution functions (CCDF) with respect to the reconstruction
errors for all scenarios (for better visual representation without
overwhelming the figures, we plot only 10 out of 1000 markers
on the CCDF plots). The vertical dashed lines represent the mean
of the errors for each algorithm. The factor reconstruction errors
with respect to SNRs for the matrix C in different scenarios are
shown in Figs. 5(b), (e), 6(b), and (e). As it can be observed,
the proposed algorithms outperform the GEVD-based scheme
in a large range of SNRs for all scenarios. In a scenario with
Lr = [5, 5, 5, 5] (difficult scenario, since ΣLr = I = 20) the
SECSI-BTD schemes with the NLS refinement show a better
convergence behavior than the other algorithms. The CCDFs
with respect to SFE for the matrix productsArB

T
r are presented

in Figs. 5(c), (f), 6(c), and (f). As can be seen from the CCDF
plots, the GEVD scheme results in more outliers, and the pro-
posed algorithms provide better initialization and, consequently,
more stable performance in all scenarios. The explanations of
the increased robustness of the SMD-based initialization are
discussed in Section IV-A2.
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Fig. 6. T ∈ C
30×40×15 with asymmetric and symmetric multilinear rank structures. Averaged over 1000 Monte-Carlo trials.

TABLE I
AVERAGE RUN TIME OF THE ALGORITHMS IN DIFFERENT SCENARIOS [SEC]

The average run times of the algorithms for SNR = 20dB are
shown in Table I (the algorithm performances were evaluated
on an Intel Xeon Gold 6342 CPU 2.80 GHz machine running
Linux CentOS 7, kernel 3.10.0-1160.el7.x86_64 and MATLAB
R2020b 64-bit). We can observe that for the scenario with
T ∈ C

30×40×15 and Lr = [2, 2, 2], the SECSI-BTD with ALS
refinement is almost three times faster than the GEVD-NLS and
SECSI-NLS algorithms, which show similar time performance.
In case of the scenario with T ∈ C

30×40×15 and Lr = [2, 3, 4],
the algorithms show a comparable time performance with the
SECSI-BT-ALS being slightly faster on average. For the sce-
narios with T ∈ C

20×30×40 the proposed algorithms are slower
than the GEVD-NLS solutions. However, considering that the
SECSI-BTD schemes provide more accurate and reliable error
performance results, they can be an appealing solution for ap-
plications where accuracy is more important. Moreover, SECSI-
BTD is still faster than the GEVD-based approaches for the cases
where the dimension in the rank-deficient mode is smaller than

in other modes. These differences in the computational time
performances are explained by the fact that the rank-deficient
mode determines the dimensionality of the SMD problem: it
increases the number of matrices to be jointly diagonalized.
Similary, the time increase in the third scenario is related to
the increased sizes of simultaneously diagonalized matrices
(ΣLr = 20). However, for these scenarios, the complexity might
still be decreased by considering a more efficient diagonalization
algorithm than in [49].

VII. CONCLUSION

In this article, we have exploited the connection between
the Canonical Polyadic and the rank-(Lr, Lr, 1) block-term
decompositions and presented the SECSI-BTD framework to
compute an approximate rank-(Lr, Lr, 1) BTD. We have di-
vided the proposed algorithm into three main blocks, which
include the rank structure estimation, the initial estimation of
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the BTD factors, and a final refinement procedure. For the rank
structure estimation, we have introduced an extension of the
LaRGE technique for CPD model order estimation to estimate
the number of blocks and the sum of Lrs in the BTD. Moreover,
a procedure that uses clustering for the estimation of multilinear
ranks has been presented. Furthermore, we have shown how the
Semi-algebraic framework for approximate CPD via Simulta-
neous Matrix Diagonalizations (SECSI) can be employed for
the computation of the initial BTD factors. Additionally, new
heuristics have been added to the original algorithm to reduce the
computational time and make the estimation more efficient. In
the last block of the algorithm, we have presented the clustering
and refinement procedures that return the final rank-(Lr, Lr, 1)
decomposition estimates. The simulation results have shown that
the proposed SECSI-BTD algorithm outperforms the state-of-
the-art techniques in terms of accuracy and robustness, espe-
cially in the context of factor reconstruction errors. The run
time simulations show that the time complexity depends on the
ranks and dimensionality of the rank-deficient mode, and the
algorithm is faster than the state-of-the-art schemes for some
scenarios. Moreover, our algorithm does not require multiple
initializations or a known rank structure. However, it can still
take advantage of the known ranks when available, which makes
it more flexible than the existing techniques in the literature.

ACKNOWLEDGMENT

We sincerely thank the anonymous reviewers for their con-
structive comments, which greatly enhanced the quality of the
article.

REFERENCES

[1] L. De Lathauwer, B. De Moor, and J. Vandewalle, “A multilinear sin-
gular value decomposition,” SIAM J. Matrix Anal. Appl., vol. 21, no. 4,
pp. 1253–1278, 2000, doi: 10.1137/S0895479896305696.

[2] L. R. Tucker, “Some mathematical notes on three-mode factor analysis,”
Psychometrika, vol. 31, pp. 279–311, 1966.

[3] J. D. Carroll and J. J. Chang, “Analysis of individual differences in
multidimensional scaling via an N-way generalization of “Eckart-Young”
decomposition,” Psychometrika, vol. 35, pp. 283–319, 1970.

[4] R. A. Harshman, “Foundations of the PARAFAC procedure: Models and
conditions for an “explanatory” multi-model factor analysis,” UCLA Work.
Papers Phonetics, vol. 16, pp. 1–84, Dec. 1970.

[5] T. G. Kolda and B. W. Bader, “Tensor decompositions and applications,”
SIAM Rev., vol. 51, no. 3, pp. 455–500, 2009.

[6] N. D. Sidiropoulos, L. De Lathauwer, X. Fu, K. Huang, E. E. Papalex-
akis, and C. Faloutsos, “Tensor decomposition for signal processing
and machine learning,” IEEE Trans. Signal Process., vol. 65, no. 13,
pp. 3551–3582, Jul. 2017.

[7] L. De Lathauwer, “Decompositions of a higher-order tensor in block
terms—Part II: Definitions and uniqueness,” SIAM J. Matrix Anal. Appl.,
vol. 30, no. 3, pp. 1033–1066, 2008.

[8] L. De Lathauwer and D. Nion, “Decompositions of a higher-order tensor
in block terms—Part III: Alternating least squares algorithms,” SIAM J.
Matrix Anal. Appl., vol. 30, no. 3, pp. 1067–1083, 2008.

[9] N. Vervliet, O. Debals, L. Sorber, M. van Barel, and L. De Lathauwer,
“Tensorlab 3.0,” Mar. 2016. [Online]. Available: https://www.tensorlab.
net/

[10] L. De Lathauwer, “Decompositions of a higher-order tensor in block
terms–Part I: Lemmas for partitioned matrices,” SIAM J. Matrix Anal.
Appl., vol. 30, no. 3, pp. 1022–1032, 2008, doi: 10.1137/060661685.

[11] D. Nion and L. De Lathauwer, “A link between the decomposition of a
third-order tensor in rank-(L,L,1) terms and joint block diagonalization,”
in Proc. IEEE 3rd Int. Workshop Comput. Adv. Multi-Sensor Adaptive
Process., 2009, pp. 89–92.

[12] L. de Lathauwer, “Blind separation of exponential polynomials and the
decomposition of a tensor in Rank-(Lr, Lr, 1) terms,” SIAM J. Matrix
Anal. Appl., vol. 32, no. 4, pp. 1451–1474, 2011.

[13] L. Sorber, M. Van Barel, and L. De Lathauwer, “Optimization-based algo-
rithms for tensor decompositions: Canonical polyadic decomposition, de-
composition in Rank-(Lr, Lr, 1) terms, and a new generalization,” SIAM
J. Optim., vol. 23, no. 2, pp. 695–720, 2013, doi: 10.1137/120868323.

[14] A. A. Rontogiannis, E. Kofidis, and P. V. Giampouras, “Block-term tensor
decomposition: Model selection and computation,” IEEE J. Sel. Topics
Signal Process., vol. 15, no. 3, pp. 464–475, Apr. 2021.

[15] A. A. Rontogiannis, E. Kofidis, and P. V. Giampouras, “Block-term tensor
decomposition: Model selection and computation,” in Proc. IEEE 28th
Eur. Signal Process. Conf., 2021, pp. 1976–1980.

[16] A. A. Rontogiannis, P. V. Giampouras, and E. Kofidis, “Rank-revealing
block-term decomposition for tensor completion,” in Proc. IEEE Int. Conf.
Acoust., Speech Signal Process., 2021, pp. 2915–2919.

[17] P. V. Giampouras, A. A. Rontogiannis, and E. Kofidis, “Block-
term tensor decomposition model selection and computation: The
bayesian way,” IEEE Trans. Signal Process., vol. 70, pp. 1704–1717,
2022.

[18] J. H. d. M. Goulart, P. M. R. de Oliveira, R. C. Farias, V. Zarzoso, and
P. Comon, “Alternating group lasso for block-term tensor decomposition
and application to ECG source separation,” IEEE Trans. Signal Process.,
vol. 68, pp. 2682–2696, 2020.

[19] I. Domanov and L. De Lathauwer, “On uniqueness and computation
of the decomposition of a tensor into multilinear Rank-(Lr, Lr, 1)
terms,” SIAM J. Matrix Anal. Appl., vol. 41, no. 2, pp. 747–803,
2020.

[20] X. Han, L. Albera, A. Kachenoura, H. Shu, and L. Senhadji, “Block term
decomposition with rank estimation using group sparsity,” in Proc. IEEE
7th Int. Workshop Comput. Adv. Multi-Sensor Adaptive Process., 2017,
pp. 1–5.

[21] M. Sø rensen and L. Lathauwer, “Coupled canonical polyadic decomposi-
tions and (coupled) decompositions in multilinear rank-(Lr,n, Lr,n, 1)
terms-Part I: Uniqueness,” SIAM J. Matrix Anal. Appl., vol. 36,
pp. 496–522, 2015.

[22] M. Sørensen, I. Domanov, and L. Lathauwer, “Coupled canonical
polyadic decompositions and (coupled) decompositions in multilinear
rank- (Lr,n, Lr,n, 1) terms–Part II: Algorithms,” SIAM J. Matrix Anal.
Appl., vol. 36, pp. 1015–1045, Jan. 2015.

[23] L. Sorber, M. Van Barel, and L. De Lathauwer, “Structured data fu-
sion,” IEEE J. Sel. Topics Signal Process., vol. 9, no. 4, pp. 586–600,
Jun. 2015.

[24] X.-F. Gong, Q.-H. Lin, O. Debals, N. Vervliet, and L. De Lathauwer,
“Coupled rank-(Lm, Ln, •) block term decomposition by coupled block
simultaneous generalized schur decomposition,” in Proc. IEEE Int. Conf.
Acoust., Speech Signal Process., 2016, pp. 2554–2558.

[25] I. Safiullin, L. Khamidullina, A. A. Korobkov, and M. Haardt, “Enhanced
computation of the coupled block-term decomposition in multilinear rank
terms,” in Proc. IEEE 12th Sensor Array Multichannel Signal Process.
Workshop, 2022, pp. 400–404.

[26] Y. Cheng, M. Riesmeyer, J. Haueisen, and M. Haardt, “Using the multi-
linear Rank-(Lr, Lr, 1) decomposition for the detection of the 200 hz
band activity in somatosensory evoked magnetic fields and somatosensory
evoked electrical potentials,” IEEE Access, vol. 9, pp. 106232–106244,
2021.

[27] L. N. Ribeiro, A. R. Hidalgo-Muñoz, and V. Zarzoso, “Atrial signal extrac-
tion in atrial fibrillation electrocardiograms using a tensor decomposition
approach,” in Proc. IEEE 37th Annu. Int. Conf. Eng. Med. Biol. Soc., 2015,
pp. 6987–6990.

[28] P. Oliveira and V. Zarzoso, “Block term decomposition of ECG recordings
for atrial fibrillation analysis: Temporal and inter-patient variability,” J.
Commun. Inf. Syst., vol. 34, no. 1, pp. 111–119, 2019.

[29] L. N. Ribeiro, A. L. F. de Almeida, and V. Zarzoso, “Enhanced block term
decomposition for atrial activity extraction in atrial fibrillation ECG,” in
Proc. IEEE Sensor Array Multichannel Signal Process. Workshop, 2016,
pp. 1–5.

[30] V. Zarzoso, “Parameter estimation in block term decomposition for nonin-
vasive atrial fibrillation analysis,” in Proc. IEEE 7th Int. Workshop Comput.
Adv. Multi-Sensor Adaptive Process., 2017, pp. 1–5.

[31] B. Hunyadi et al., “Block term decomposition for modelling epileptic
seizures,” EURASIP J. Adv. Signal Process., vol. 2014, no. 1, pp. 1–19,
2014.

[32] L. De Lathauwer and A. de Baynast, “Blind deconvolution of DS-CDMA
signals by means of decomposition in Rank-(1, l., l) terms,” IEEE Trans.
Signal Process., vol. 56, no. 4, pp. 1562–1571, Apr. 2008.

https://dx.doi.org/10.1137/S0895479896305696
https://www.tensorlab.net/
https://www.tensorlab.net/
https://dx.doi.org/10.1137/060661685
https://dx.doi.org/10.1137/120868323


2620 IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 71, 2023

[33] J.-X. Yang, X.-F. Gong, H. Li, Y.-G. Xu, and Z.-W. Liu, “Using coupled
multilinear rank-(L,L, 1) block term decomposition in multi-static-multi-
pulse MIMO radar to localize targets,” in Proc. Adv. Neural Netw.–ISNN,
H. Lu, H. Tang, and Z. Wang Eds. 2019, pp. 565–574.

[34] E. Gujral, R. Pasricha, and E. Papalexakis, “Beyond Rank-1: Discovering
rich community structure in multi-aspect graphs,” in Proc. Web Conf.,
2020, pp. 452–462.

[35] G. Zhang, X. Fu, K. Huang, and J. Wang, “Hyperspectral super-resolution:
A coupled nonnegative block-term tensor decomposition approach,”
in Proc. IEEE 8th Int. Workshop Comput. Adv. Multi-Sensor Adaptive
Process., 2019, pp. 470–474.

[36] F. Xiong, Y. Qian, J. Zhou, and Y. Y. Tang, “Hyperspectral unmixing via
total variation regularized nonnegativetensor factorization,” IEEE Trans.
Geosci. Remote Sens., vol. 57, no. 4, pp. 2341–2357, Apr. 2019.

[37] G. Zhang, X. Fu, J. Wang, X.-L. Zhao, and M. Hong, “Spectrum cartog-
raphy via coupled block-term tensor decomposition,” IEEE Trans. Signal
Process., vol. 68, pp. 3660–3675, 2020.

[38] E. Gujral and E. E. Papalexakis, “OnlineBTD: Streaming algorithms to
track the block term decomposition of large tensors,” in Proc. IEEE 7th
Int. Conf. Data Sci. Adv. Analytics, 2020, pp. 168–177.

[39] P. Tichavský, A.-H. Phan, and A. Cichocki, “Sensitivity in tensor decom-
position,” IEEE Signal Process. Lett., vol. 26, no. 11, pp. 1653–1657,
Nov. 2019.

[40] P. Tichavský, A.-H. Phan, and A. Cichocki, “Krylov-Levenberg-Marquardt
algorithm for structured tucker tensor decompositions,” IEEE J. Sel. Topics
Signal Process., vol. 15, no. 3, pp. 550–559, Apr. 2021.

[41] F. Roemer and M. Haardt, “A semi-algebraic framework for approximate
CP decompositions via simultaneous matrix diagonalizations (SECSI),”
Elsevier Signal Process., vol. 93, no. 9, pp. 2722–2738, Sep. 2013.

[42] A. Stegeman and N. D. Sidiropoulos, “On Kruskal’s uniqueness condi-
tion for the candecomp/parafac decomposition,” Linear Algebra Appl.,
vol. 420, no. 2/3, pp. 540–552, 2007.

[43] M. de Vos et al., “Canonical decomposition of ictal scalp EEG reliably
detects the seizure onset zone,” NeuroImage, vol. 37, no. 3, pp. 844–854,
2007.

[44] A. A. Korobkov, M. K. Diugurova, J. Haueisen, and M. Haardt, “Multi-
dimensional model order estimation using LineAr regression of global
eigenvalues (LaRGE) with applications to EEG and MEG recordings,”
in Proc. IEEE 28th Eur. Signal Process. Conf., 2021, pp. 1005–1009.

[45] J. P. C. L. da Costa, M. Haardt, F. Roemer, and G. Del Galdo, “Enhanced
model order estimation using higher-order arrays,” in Proc. IEEE Conf.
Rec. 41st Asilomar Conf. Signals, Syst. Comput., 2007, pp. 412–416.

[46] A. A. Korobkov, M. K. Diugurova, J. Haueisen, and M. Haardt, “Ro-
bust multi-dimensional model order estimation using LineAr regression
of global eigenvalues (LaRGE),” IEEE Trans. Signal Process., vol. 70,
pp. 5751–5764, 2022.

[47] L. Lathauwer, “A link between the canonical decomposition in multilinear
algebra and simultaneous matrix diagonalization,” SIAM J. Matrix Anal.
Appl., vol. 28, no. 3, pp. 642–666, Jan. 2006.

[48] G. H. Golub and C. F. Van Loan, Matrix Computations, 4th ed. Baltimore,
MA, USA: Johns Hopkins Univ. Press, 2013.

[49] T. Fu and X. Gao, “Simultaneous diagonalization with similarity trans-
formation for non-defective matrices,” in Proc. IEEE Int. Conf. Acoust.
Speech Signal Process. Proc., 2006, pp. 1137–1140.

[50] I. Domanov and L. De Lathauwer, “Canonical polyadic decomposi-
tion of third-order tensors: Relaxed uniqueness conditions and alge-
braic algorithm,” Linear Algebra Appl., vol. 513, pp. 342–375, 2017.
[Online]. Available: https://www.sciencedirect.com/science/article/pii/
S002437951630492X

[51] C. Beltrán, P. Breiding, and N. Vannieuwenhoven, “Pencil-based algo-
rithms for tensor rank decomposition are not stable,” SIAM J. Matrix Anal.
Appl., vol. 40, no. 2, pp. 739–773, 2019, doi: 10.1137/18M1200531.

[52] P. Breiding and N. Vannieuwenhoven, “The condition number of join
decompositions,” SIAM J. Matrix Anal. Appl., vol. 39, no. 1, pp. 287–309,
2018, doi: 10.1137/17M1142880.

[53] E. Evert, M. Vandecappelle, and L. De Lathauwer, “A recursive eigenspace
computation for the canonical polyadic decomposition,” SIAM J. Matrix
Anal. Appl., vol. 43, no. 1, pp. 274–300, 2022, doi: 10.1137/21M1423026.

[54] S. Lloyd, “Least squares quantization in PCM,” IEEE Trans. Inf. Theory,
vol. 28, no. 2, pp. 129–137, Mar. 1982.

[55] S. Zhu, D. Wang, and T. Li, “Data clustering with size constraints,” Knowl.-
Based Syst., vol. 23, no. 8, pp. 883–889, 2010.

[56] J. Chen, J. Qiu, and C. Ahn, “Construction worker’s awkward posture
recognition through supervised motion tensor decomposition,” Automat.
Construction, vol. 77, pp. 67–81, 2017.

[57] Y. Shen, B. Baingana, and G. B. Giannakis, “Tensor decompositions for
identifying directed graph topologies and tracking dynamic networks,”
IEEE Trans. Signal Process., vol. 65, no. 14, pp. 3675–3687, Jul. 2017.

Liana Khamidullina (Student Member, IEEE) re-
ceived the bachelor’s degree in telecommunications
from Kazan National Research Technical University,
Kazan, Russia, in 2016, and the M.Sc. degree in com-
munications and signal processing from the German
Russian Institute of Advanced Technologies, Kazan,
organized between Kazan National Research Tech-
nical University, and Ilmenau University of Technol-
ogy, Ilmenau, Germany, as a double degree program,
in 2018. She is currently working toward the Ph.D.
degree in communications and signal processing with

the Ilmenau University of Technology. Since 2019, she has been a Research
assistant with the Communications Research Laboratory, Ilmenau University
of Technology. Her research interests include tensor-based signal processing,
multi-user MIMO precoding, radar, direction of arrival estimation, and biomed-
ical signal processing.

Gabriela Seidl received the bachelor’s degree in
electrical and information engineering from the Il-
menau University of Technology, Ilmenau, Germany,
in 2021. She is currently working toward the Educa-
tional degree with the University of Leipzig, Leipzig,
Germany, to become a Teacher of maths and physics
(Gymnasium school form). During her studies, she
was a Student Assistant with the IMMS Institute for
Microelectronics and Mechatronics Systems, Ilme-
nau, and the Communications Research Laboratory,
Ilmenau University of Technology. Her research in-

terests include tensor-based signal processing and near-field source localization
techniques with Ilmenau University of Technology. She changed careers after
completing her bachelor’s thesis. Her thesis discussed extending the SECSI-
Framework for canonical polyadic decompositions (CPDs) to block-term de-
compositions. Her further research interests include science communication for
adolescents, gamification of school classes, and modern school concepts.

Ivan Alexeevich Podkurkov received the B.E. de-
gree in telecommunications from Kazan National
Research Technical University - KAI (KNRTU-KAI,
former Kazan Aviation Institute), Kazan, Russia, in
2014, and the M.Sc. degree in communications and
signal processing from the German Russian Institute
of Advanced Technologies (GRIAT), Kazan, orga-
nized between KNRTU-KAI, Russia, and TU Ilme-
nau (TUIL), Ilmenau, Germany, as a double degree
program, in 2016. He is currently the Deputy Head of
Electronics Department, ELEPS Ltd, Kazan. Then,

he proceeded his research on a Double Ph.D. Program organised between the
Department of Radio Electronic and Telecommunication Systems, KNRTU-KAI
and Communications Research Laboratory, TUIL. From 2014 to 2016, he was
an Engineer, and then a part-time Teaching Assistant with the Department of
Radio Electronic and Telecommunication Systems of the Radio Electronic and
Telecommunication Institute, KNRTU-KAI, from 2016 to 2018. From 2016 to
2021, he was an Electrical Engineer with ELEPS Ltd. and then since 2021,
has been the Deputy Head of Electronics Department. His research interests
include radar, direction of arrival estimation, statistical and tensor-based signal
processing, and advanced non-Gaussian interference models.

https://www.sciencedirect.com/science/article/pii/S002437951630492X
https://www.sciencedirect.com/science/article/pii/S002437951630492X
https://dx.doi.org/10.1137/18M1200531
https://dx.doi.org/10.1137/17M1142880
https://dx.doi.org/10.1137/21M1423026


KHAMIDULLINA et al.: ENHANCED SOLUTIONS FOR THE BLOCK-TERM DECOMPOSITION IN RANK-(LR,LR,1) TERMS 2621

Alexey Alexandrovich Korobkov received the
diploma-engineer (M.S.) and doctor-engineer (Ph.D.)
degrees in electrical engineering from Kazan National
Research Technical University n.a. A.N. Tupolev-
KAI (KNRTU-KAI), Kazan, Russia, in 1998 and
2002, respectively. In 2001, he was a Teaching
Assistant with the Department of Radio Electron-
ics and Telecommunication Systems, Institute for
Radio-Electronics, Photonics and Digital Technolo-
gies, KNRTU-KAI, where since 2003, he has been
an Associate Professor. His research interests include

biomedical radio-electronic systems, statistical, array, and tensor-based signal
processing, high-resolution parameter estimation, and advanced non-Gaussian
interference models.

Martin Haardt (Fellow, IEEE) received the diplom-
ingenieur (M.S.) degree in electrical engineering from
the Ruhr-University Bochum, Germany, in 1991 and
the doktor-ingenieur (Ph.D.) degree from Munich
University of Technology, Germany, in 1996. Dur-
ing his diploma studies he also studied as a visiting
scholar at Purdue University, USA. Since 2001, he
has been a Full Professor with the Department of
Electrical Engineering and Information Technology
and the Head of the Communications Research Lab-
oratory, Ilmenau University of Technology, Ilmenau,

Germany. In 1997, he joined Siemens Mobile Networks, Munich, where he
was responsible for strategic research for third generation mobile radio systems.
From 1998 to 2001, he was the Director for International Projects and University
Cooperations in the mobile infrastructure business of Siemens, Munich, where
his work focused on mobile communications beyond the third generation. His
research interests include wireless communications, array signal processing,
high-resolution parameter estimation, and tensor-based signal processing. He
was the recipient of the 2009 Best Paper Award from the IEEE Signal Processing
Society, Vodafone Innovations Award for outstanding research in mobile com-
munications, ITG best paper award from the Association of Electrical Engineer-
ing, Electronics, and Information Technology (VDE), and Rohde & Schwarz
Outstanding Dissertation Award. Prof. Haardt has been the Senior Editor of
the IEEE JOURNAL OF SELECTED TOPICS IN SIGNAL PROCESSING since 2019,
was an Associate Editor for the IEEE TRANSACTIONS ON SIGNAL PROCESSING

during 2002–2006 and 2011–2015, IEEE SIGNAL PROCESSING LETTERSduring
2006–2010, Research Letters in Signal Processing during 2007–2009, EURASIP
Signal Processing Journal during 2011–2014, and the Guest Editor of the
EURASIP Journal on Wireless Communications and Networking. Since 2009, he
has been an Associate Editor for the Hindawi Journal of Electrical and Computer
Engineering. From 2011 to 2019, he was an elected Member of the Sensor Array
and Multichannel Technical Committee of the IEEE Signal Processing Society,
where he was the Vice Chair during 2015–2016, Chair during 2017–2018, and
has been the Past Chair since 2019. Since 2020, he has been an elected Member
of the Signal Processing Theory and Methods Technical Committee of the IEEE
Signal Processing Society. Moreover, he was the Technical Co-Chair of PIMRC
2005 in Berlin, Germany, ISWCS 2010 in York, U.K., European Wireless 2014 in
Barcelona, Spain, and Asilomar Conference on Signals, Systems, and Computers
2018, USA, and the General Co-Chair of WSA 2013 in Stuttgart, Germany,
ISWCS 2013 in Ilmenau, Germany, CAMSAP 2013 in Saint Martin, French
Antilles, WSA 2015 in Ilmenau, SAM 2016 in Rio de Janeiro, Brazil, CAMSAP
2017 in Curacao, Dutch Antilles, SAM 2020 in Hangzhou, China, Asilomar
Conference on Signals, Systems, and Computers 2021, USA, and CAMSAP
2023 in Costa Rica.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


