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Abstract—In this paper, we present a learning based beam
detection scheme using compressive measurements in mmWave
band communications. By considering that the measured beam-
space covariance (BSC) is the compressive projection of the
antenna-element-space covariance (AESC) of the spatial channel,
while the latter is directly associated to the optimal communica-
tion beam, the upper triangular part of the BSC matrix is selected
as the input feature of a feed-forward neural network (NN) which
directly detects the best communication beam. We also show that,
by designing the training beams with structured random phases
to be conjugate symmetric, the real part of the BSC becomes the
compressive projection of the forward-backward (FB) averaged
version of the AESC. This property leads to a small real-valued
NN with less nodes. Simulations show that the proposed scheme
outperforms the traditional two-step approach, with only a few
measurements.

Index Terms—compressive beam detection, training codebook
design, beamspace spatial covariance, deep learning.

I. INTRODUCTION

The millimeter wave (mmWave) band provides a wide band-
width for high data throughput and has been adopted by 5G
new radio (NR) cellular communication systems. To overcome
the high path-loss through mmWave band propagation while
at the same time being cost efficient and power efficient,
large antenna arrays based on analog beamforming with phase
shifters have become a popular architecture not only on the
base station (BS) side but also on the user equipment (UE)
side. To ensure reliable communication, beam training is
required to detect the best communication beam pairs before
the data communication link is set up. However, due to the
sharing of the RF chains among multiple antenna elements, the
baseband processor does not directly observe the channel state
information (CSI) in the antenna element space, but rather the
projected version in the beamspace. This leads to challenges
for coherent beam training [1].

By exploring the sparsity of the mmWave propagation
channel, compressive sensing (CS) techniques can be explored
to estimate the CSI in the antenna element space using a small
training overhead. Several CS based spatial channel estimation
algorithms for OFDM have been proposed and compared by
[2], which shows that the spatial channel transfer function in

the antenna element space can be recovered through compres-
sive measurements using random training beams. An off-grid
refinement method on top of the on-grid recovery has been
proposed by [3], which can estimate the directions of arrival
(DoAs) with high resolution using compressive measurements.
Instead of using fully randomized training beams, [4] proposes
to use structured random training beams for compressive
measurements, so that the spatial channel recovery can be
robust against phase errors during time multiplexed measure-
ments. Compressive recovery in the covariance domain has
been proposed by [5], wherein the antenna element space
covariance (AESC) of the spatial channel can be on-grid
recovered from the measured beamspace covariance (BSC),
through a covariance orthogonal matching pursuit (COMP)
algorithm.

By considering that the compressive recovery is non-linear,
machine learning tools are also explored to solve the beam
detection problem for mmWave communications. The authors
of [6] and [7] have proposed to feed the raw measurement
IQ samples into a pre-trained convolutional neural network
(CNN) to directly classify the optimal beam index. Since the
raw measurement IQ data is directly fed into the NN, heavy
convolutional layers are required to compress the features. The
authors of [8] and [9], on the other hand, have proposed to feed
the measurement power, as phase-less features, into the neural
network for beam classification. Since the phase information
is totally dropped, heavy convolutional layers as well as wide
dense layers are again required to expand the implicit features,
which is computationally expensive.

Inspired by [5], we propose to apply compressive recovery
in the covariance domain. However, instead of first applying
on-grid compressive recovery of the AESC and then use it
to detect the best communication beam, we treat the upper
triangular part of the BSC matrix as the compressed features
associated to the spatial channel, and feed them into a feed-
forward neural network (NN) to predict the beamforming gains
of the candidate communication beams. This gives the benefits
that the grid-mismatch issue can be mitigated by the neural
network. We also propose that, by introducing structured
random training beams which are conjugate symmetric, the
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real part of the BSC is a compressive projection of the forward-
backward (FB) version of AESC. Those result in a small real-
valued NN with only a few nodes. Simulation results show
that the proposed scheme outperforms the two step approach
and can reliably detect the best communication beam using
only few measurements.

Notation: Upper-case and lower-case bold-faced letters
denote matrices and vectors, respectively. The expectation,
transpose, conjugate, Hermitian transpose, floor operation are
denoted by E{.}, {}T , {}∗, {}H , ⌊.⌋, respectively. The element
in ith row and jth column of matrix A is denoted as [A]i,j
and IN denotes N ×N identity matrix.

II. PROBLEM FORMULATION

A. System Model

We consider a typical mmWave MIMO communication
system with a base station (BS) and a user equipment (UE)
both equipped with T and N antennas, respectively. The
antennas on both sides are assumed to form a Uniform-Linear
Arrays (ULA) which uses phase shifters for transmit and
receive signal beamforming.

During the downlink transmission, the BS transmits a
training burst of M OFDM symbols each containing K pilot
reference sub-carriers. The pilot symbols are mapped to the
same OFDM sub-carriers in all M symbols and are used at
the UE side to perform receive beam training. We assume that
the transmit beam at the BS is fixed during the training burst
whereas, the UE uses M different training beams to receive the
M OFDM symbols where M ≪ N . The switching time from
one training beam to the next is assumed to be shorter than the
CP duration. We further assume that all M OFDM symbols
are transmitted within the channel coherence time so that the
channel could be assumed to be constant during the training.
On the receiver side, after applying the FFT operation for the
mth received OFDM symbol, the frequency domain received
signal on kth sub-carrier is formulated as:

ym(k) = wH
mH(k)fsm(k) +wH

mzm(k) (1)

where zm(k) ∈ CN×1 is a zero mean complex Gaussian
noise vector with variance σ2, sm(k) is the pilot reference
signal on the kth sub-carrier of the mth OFDM symbol
and |sm(k)| = 1. Moreover, f ∈ CT×1 is the vector of
beamforming coefficients at the BS which is fixed over the
training burst while wm ∈ CN×1 is the receive beamforming
vector at the UE for the mth OFDM symbol. Since the beams
are formed by using analog phase shifters, f and wm contain
only unit modulus entries. The matrix H(k) ∈ CN×T is the
sampled frequency domain channel transfer function (CTF) on
the kth sub-carrier.

A typical mmWave massive MIMO channel is assumed
with L scatterers. Each scatterer corresponds to a single
propagation path between the BS and the UE, which accounts
for one time delay τl, one complex gain αl, and one pair of
spatial frequencies (µT,l, µR,l) for l ∈ 0, . . . , L− 1. Then the

sampled frequency domain CTF on the kth sub-carrier can be
modeled as [10]:

H(k) =

L−1∑
l=0

αle
−j2πk∆fτlaR(µR,l)a

T
T (µT,l) (2)

where ∆f is the OFDM sub-carrier spacing, aR(µR,l) ∈
CN×1 and aTT (µT,l) ∈ CT×1 are array steering vectors at the
BS and UE side corresponding to lth path and can be written
as:

aR(µR,l) = [1, ejµR,l , · · · , ej(N−1)µR,l ]
T

aT (µT,l) = [1, ejµT,l , · · · , ej(T−1)µT,l ]
T
.

(3)

Since the transmit beamforming vector f is fixed for all m
OFDM symbols, (1) can be written as:

ym(k) = wH
mh(k)sm(k) +wH

mzm(k) (4)

where

h(k) = H(k)f

=

L−1∑
l=0

αle
−j2πk∆fτlaR(µR,l)a

T
T (µT,l)f

=

L−1∑
l=0

αR,l(k)aR(µR,l)

(5)

and αR,l(k) ≜ αle
−j2πk∆fτlaTT (µT,l)f is a complex valued

scalar. The vector h(k) ∈ CN×1 is the effective complex
channel vector at the receiver side on the kth sub-carrier.

Note that equation (4) simplifies the model for the UE re-
ceive beam detection without the need to know the transmitter
antenna size and the transmitter phase array setting at the BS
side, which is practical for current cellular technologies such
as 5G NR. We further apply the descrambling operation by
multiplying with s∗m(k) on the kth sub-carrier and stack the
descrambled signal for all M measurements together. Then we
get the measurement vector in the beamspace: y1(k)s

∗
1(k)

. . .
yM (k)s∗M (k)

 =

wH
1

. . .
wH

M

h(k) +

 wH
1 z1(k)s

∗
1(k)

. . .
wH

MzM (k)s∗M (k)

 (6)

which could be written in the compact form as:

y(k) = WHh(k) + z̃(k), k ∈ 1, . . . ,K (7)

where y(k) ∈ CM×1 is the stacked measurement vector on
the kth sub-carrier for all M measurements, W ∈ CN×M is
the analog codebook for UE receive beam training, which is
also denoted as the projection matrix, and z̃(k) ∈ CM×1 is
the modulated noise vector.

B. Receiver Beam Detection

We define U =
[

u1, . . . , uP

]
∈ CN×P as the analog

codebook for UE communication, which has P candidate
communication beams and ui ∈ CN×1 denotes the ith code-
word which corresponds to the ith candidate communication
beam. Note that U is distinct from the beam training analog
codebook W. In the same way as W, U also has unit modulus
entries.
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In the receiver beam training phase, our objective is to
detect the beam index i(opt) of the communication beam
which maximizes the receive beamforming gain. The objective
function for receive beam index detection can be defined as:

i(opt) = argmax
i∈{1,...,P}

{uH
i Rhhui} = argmax

i∈{1,...,P}
{gi} (8)

where Rhh ∈ CN×N is the wideband antenna element space
covariance matrix (AESC). It is given by

Rhh =
1

K

K−1∑
k=0

h(k)h(k)H (9)

and gi denotes the beamforming (BF) gain of the ith com-
munication beam candidate. It is worthwhile to mention that
the objective function can also be modified based on the FB
averaged version of Rhh [11],[12]

i(opt) = argmax
i∈{1,...,P}

{uH
i RFB

hhui} (10)

where FB averaging is defined as:

RFB
hh =

1

2
(ΠNR∗

hhΠN +Rhh) (11)

and ΠN is N × N anti-diagonal row-exchange matrix with
ones on its anti-diagonal and zeros elsewhere. Meanwhile, for
the measured signal, a wideband beamspace covariance matrix
(BSC) can be derived as:

Ryy =
1

K

K−1∑
k=0

y(k)y(k)H (12)

Using (7) and (9), we rewrite (12) as

Ryy =WHRhhW +
σ2

K
WHW

=R̃yy +
σ2

K
WHW

(13)

where R̃yy ≜ WHRhhW. The matrix Ryy can be viewed as
a noisy compressed feature set which is projected from Rhh ,
while Rhh is further linked to the best UE communication
beam. With that in mind, instead of first applying compressive
recovery of Rhh from Ryy and then computing the BF gains of
all communication beam candidates, we propose to make use
of a simple feed-forward NN to directly predict the BF gains
based on Ryy . Also, we propose that, with proper design of the
training beam codebook W, the real part of Ryy is equivalent
to the noisy projected version of RFB

hh . Using only the real
part of Ryy leads to further input feature compression such
that a NN with less number of nodes can be used to detect
the best beam without accuracy loss. In the next section we
describe the design of the NN and the projection matrix W
in detail.

III. PROPOSED APPROACH

A. Projection Matrix Design

In this section, we present the design of the projection
matrix W which enables real-valued beamspace covariance
processing. Based on the theory in [13], assume that Q ∈
CN×M is any column conjugate symmetric matrix, i.e.,

ΠNQ = Q∗, (14)

then, any centro-Hermitian matrix R ∈ CN×N could be
mapped to a real-valued matrix R̃ ∈ RM×M as follows:

R̃ = QHRQ (15)

For our application, to ensure the centro-Hermitian property,
we replace R by RFB

hh as defined in (11). Also, to satisfy the
column conjugate symmetry, we replace Q by our projection
matrix W with the following structure: If N is even,

W =

[
A

ΠN
2
A∗

]
(16)

where A ∈ C⌊N
2 ⌋×M is a random phase matrix following the

constant modulus (CM) constraint of the analog beams. If N
is odd,

W =

 A
r

Π⌊N
2 ⌋A

∗

 (17)

where r is 1×M a row vector of unit modulus elements with
random phases.

For the case where N is even, W can be proved to be
column conjugate symmetric by substituting (16) in (14) while
decomposing ΠN into a N

2 × N
2 sub-structure as follows:

ΠNW =

[
0 ΠN

2

ΠN
2

0

] [
A

ΠN
2
A∗

]
=

[
A∗

ΠN
2
A

]
= W∗

(18)
where 0 denotes the N

2 × N
2 matrix of all zeros and we used

the fact that ΠN
2
ΠN

2
= IN

2
. A similar proof holds if N is

odd.

Replacing R by RFB
hh and Q by W in (15) and using the

properties in (14), we get:

R̃ =WHRFB
hhW

=
1

2
(WHΠNR∗

hhΠNW +WHRhhW)

=
1

2
(WTR∗

hhW
∗ +WHRhhW)

=ℜ{WHRhhW}
=ℜ{R̃yy}

(19)

Equations (19) and (13) show that, by designing the projec-
tion matrix W to be structured random and column conjugate
symmetric, the real part of Ryy corresponds to the noisy
compressive projection of RFB

hh , which is the FB averaged
version of Rhh .
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B. Neural Network Design

In this section, we present the design of the NN which
directly predicts the BF gain vector for all P candidate
communication beams, ĝ = [ĝ1, . . . , ĝP ], based on Ryy . The
NN is based on a multi-output regression model and is further
shown in Fig.1, which consists of 1 input layer, 2 hidden
layers with ReLu activation functions, and 1 output layer
with linear activation functions. All layers are fully connected.
The number of nodes per layer is Nf , 4Nf , 2Nf and P ,
respectively, where Nf is the number of input features. By
considering that Ryy is a Hermitian matrix, only the upper or
lower triangular elements of Ryy are needed. Furthermore, two
variants are explored: The first variant is to stack the real and
imaginary parts of the non-diagonal upper triangular elements,
plus the real parts of the diagonal elements of Ryy as the
input feature vector into the NN. This results in Nf = M 2 .
We denote this variant as Beamspace Covariance NN (BSC-
NN). The second variant considers the property of (19), so
that only the real parts of the upper triangular elements of
Ryy are stacked as the input feature vector. In this case
Nf = 1

2M (M + 1 ). We denote this variant as Real-valued
Beamspace Covariance NN (RBSC-NN). We can see that the
number of nodes and interconnections of RBSC-NN is much
smaller than that of BSC-NN.

Both NNs are trained in a supervised manner. The cost
function used for training is defined as follows:

LMSE =
1

S

S∑
s=1

∥g(s) − ĝ(s)∥2 (20)

where S is the total number of training samples. For the sth

training sample, g(s) is the ideal BF gain vector calculated
based on the perfect knowledge of Rhh , and ĝ(s) is the NN
predicted BF gain vector based on Ryy .

௙ ௙ ௙Nodes per Layer :

BSC-NN ௙
ଶ

RBSC-NN ௙

ReLu ReLu

O
ut

pu
t L

ay
er

Linear

௬௬

1

𝑃

…
…

In
pu

t L
ay

er

Fig. 1: Proposed Neural Network Structure

IV. SIMULATION RESULTS

We evaluate the performance of our proposed BSC-NN and
RBSC-NN using 3GPP defined Clustered-Delay Line (CDL)
channel models [14]. Both the line-of-sight (LOS) scenario
using the CDL-D profile and the non-line-of-sight (NLOS)
scenario using the CDL-A profile are examined. Table I
summarizes the simulation parameters. The designed NNs are
trained using Tensorflow with 6000 epochs and the batch size
is set to 600 every epoch. We use the Adam optimizer with
zero regularization loss and the learning rate is set to be 0.001.
The training and validation data were randomly generated
using the parameters in Table I at 20dB SNR and the sizes of
the training and validation sets were 5000 and 500 samples,
respectively. For the testing, we generated data sets in the SNR
range from -6 to 12 dB. At each SNR point we generated
2000 data points where the azimuth angle of arrival (AoA)
was randomly generated from [−π

2 , . . . ,
π
2 ]. The beam training

codebook W with structured random phases was generated
according to the design in (16). The mutual coherence (MC) of
the sensing matrix is further minimized by using the schemes
described in [3]. The resulting beam patterns of the training
codebook are shown in Fig.2. The communication codebook
U is chosen as a DFT codebook with an oversampling factor
of 2. The performance is evaluated by averaging the achieved
receive BF gains over all Monte Carlo iterations at each SNR
point. The comparisons are made with the case of perfect CSI
in the antenna element space and with the state-of-the-art 2-
step approach using the COMP algorithm [5].

Simulation parameters Values

Carrier frequency 28 GHz

Sub-carrier spacing 120 KHz

Pilot signal type BM CSI-RS

Num. of OFDMs within a beam training burst (M) 4

Num. of receive antennas (N) 8

Num. of UE communication beam candidates (P) 16

TABLE I: Simulation Parameters

For the LOS channel which is highly sparse, we see that
all three algorithms approach the ideal curve with perfect CSI
on most of the SNR points. It is interesting to observe that,
although the proposed RBSC-NN has a lower complexity than
the BSC-NN due to the real-valued beamspace processing,
it achieves an even slightly better accuracy than the BSC-
NN. That is mainly due to the improved neural network (NN)
efficiency by using more compacted features. For the NLOS
channel where the channel sparsity is reduced because of the
increased number of strong reflection clusters as well as the
angular spreads, NN based methods significantly outperform
COMP for medium and high SNR regions. The gain is due to
the fact that the optimization target of COMP is to minimize
the errors for the Rhh recovery while the optimization target
of the proposed NN based methods is to directly minimize
the prediction error of the BF gains of the communication
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Fig. 3: Achieved BF gain versus SNR under 3GPP CDL channels

codebook, so that the grid-mismatch issues can be mitigated
through learning. Note that for very low SNR regions, the NN
based methods perform slightly worse than COMP. That is
because so far the training samples are obtained under high
SNR. However, by considering the fact that UE RX beam
detection for the serving BS is usually operated at medium or
high SNR, such a loss can be ignored in practice.

V. CONCLUSIONS

This paper presents a learning based compressive beam
detection scheme using the spatial channel covariance matrix
in beamspace. By introducing structured random training
beams which are conjugate symmetric, the real part of the
upper triangular elements of the beamspace spatial channel
covariance matrix can be viewed as the compressed features
for communication beam detection. Thus only a tiny real-
valued NN is required, which can be easily implemented in a
mobile terminal device with low complexity. Simulations show
that the proposed scheme can detect the best communication
beam with high accuracy using only a few measurements. For
future work we are going to extend the scheme to be robust
against phase errors as well as beam squint. We also plan to
evaluate the scheme for larger antenna arrays.
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