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Abstract. Due to the increasing number of users in mobile communications and the demand for mobile multimedia
services with high data rates, third generation mobile radio systems are currently onc of the key communication tech-
nologies in research, development, and international standardization bodies. Smart antennas can be used to increase the
capacity of wireless communication systems even further. TDD systems are particularly attractive [or the employment
of smart aniennas, since the channel information (e.g., in terms of spatial covariance malrices) cstimated on the uplink
can be uscd directly for downlink beamforming. In this paper, we discuss efficient uplink and downlink processing
techniques with smart antennas for UTRA TDD, the TDD meode of third generation mobilc radio systems that is based
on TD-CDMA. On the uplink, joint spacc-time processing is used to eliminate co-channel interference created by other
users that transmit on the same frequency and in the same time slot. These joint detection techniques are efficiently im-
plemented in the frequency domain. On the downlink, the data is only transmitted in the direction of the desired mobile
user while interference in the direction of co-channel users is avoided. Moreover, short-term spatial channel estimates
can be improved by projecting them into the dominant subspace of the Jong-term spatial covariance matrix. System level
simulations have been performed to evalvate the gain in spectral efficiency (available bit rate per bandwidth per cell) if
simple downlink beamforming techniques are used at the base stations. There is a two- to three-fold spectral efficiency
gain if antenna arrays of A = 8 elements are deployed in a scetorized maero-cellular environment.

1 INTRODUCTION

In order to work towards a global third generation
mobile radio standard, the Third Generation Partnership
Project (3GPP, http: //www . 3gpp.org/) was formed
in December 1998. 3GPP merged the already well har-
monized proposals of the regional standardization bodies
and continues o work on a common third generation mo-
bile radio standard, which is called UMTS Terrestrial Ra-
dio Access (UTRA}. UTRA is based on the evolved GSM
core network and incorporates a frequency division duplex
(FDD) as well as a time division duplex (TDD) modc [15].
More details about UTRA TDD can be found in [14].

Both modes of UTRA enable the implementation of
smart antennas, where an antenna array at the base sta-
tion is used for aduptive directional reception {on the up-
link) and adaptive directional trunsmission (on the down-
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link). Thereby, an increased antenna gain and an increased
diversity gain are realized lowards the desired user as il-
lustrated in Figure 1. At the same time, less interfer-
ence is received from the other directions (on the uplink)
or transmitted in the other directions (on the downlink).
Therefore, more users can be accommodated by the sys-
tem and a corresponding increase of the spectral efficiency
is achieved. On the uplink of UTRA TDD, joint detection
and smart antenna techniques are combined via joint space-
time processing schemes [2], [26]. Here, the intra-cell in-
terference is eliminated via joint detection in the space-lime
domain. Moreover, the fact that the base stations of UTRA
TDD are frame-synchronized facilitates the suppression of
dominant co-channel interferers from adjacent cells (inter-
cell interference) via smart antennas.

Due to the fact that the uplink and the downlink of TDD
systems operate on the same frequency, channel parameters
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Figure 1. Smart antennas at the base station of a mobile radio
system illustrated for two co-channel users.

(spatial covariance matrices) estimated on the uplink can
also be used to calculate the weights for downlink beam-
{orming techniques.

Nevertheless, the interference situation can differ on
the uplink and the downlink. This is particularly impor-
tant if asymmetric services are considered. The sets of
active users are defined dynamically by the scheduling
and channel-allocation algorithms and need not be telated.
Here, we propose (o use signaling over the network to in-
form adjacent cells about the sets of active users associated
to particular time slots. If, however, such signaling is in-
feasible, then an a priori downlink covariance matrix can
be used instead of an estimated one. A suitable a priori
choice is based on omnidirectional planc waves carrying
incoherent signals.

It was anticipated in the TSUNAMI II project that
UMTS services can be seen as an evolution of the second
generation GSM/DCS-1800 systems [19]. On the down-
link, the antenna weights are chosen to maximize the trans-
mitted power towards the desired mobile [23, 19]. It was
predicted that the load factor on super reuse frequencies
can be increased from approximately 30 % (interference
limited) to potentially nearly 90 % (congestion limited)

by deploying SFIR (spatial filtering for interference reduc-

tion) techniques, i.e., a load increase of a factor 2.5 can be
achieved. In this context, a “reuse” factor of ¥ % means
that the frequency can be reused in adjacent cells in & %
of the calls For further details on these extrapolations, we
refer to [23, 19]. In this paper, downlink system-level simu-
lation results are presented for a TD-CDMA based system.
The spectral efficiency results are in good agreement with
the predictions and extrapolations in [23, 19].

The remainder of this paper is organized as follows. In
Section 2 we discuss an efficient implementation of joint
space-time processing schemes for the uplink of UTRA
TDD. Then the downlink case is treated in Section 3. Im-

plementation examples for the estimation of the required

spatial covariance matrices are given in Section 4. After
that, Section 5 addresses different ways of determining the
spatial downlink covariance matrices in case of asymmel-
ric traffic. In Section 6 some simulation results are summa-
rized, before Section 7 concludes this paper.
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2 UPLINK PROCESSING

2.1 FRAME STRUCTURE OF UTRA TDD

In the TD-CDMA system, K CDMA codes are simul-
taneously active on the same frequency and in the same
time slot. The different spreading codes allow the signal
separation at the receiver. According (o the required data
rate, a given user might use several CDMA codes and/or
time slots. In Figure 2, the structure of one time slot is illus-
trated for the k-th midamble and the k-th spreading code.
Here, (@ denotes the spreading factor of the data symbols
and N denotes the number of symbols in one data block. In
this paper, we assume that all users use the same spreading
factor. However, it is straightforward to extend the algo-
rithms to variable spreading tactors.

Figure 2; Time slot structure of the TD-CDMA system. Here,
Tou, Tsy 1, and (¢} denote the burst duration, the sym-
bol duration, the chip duration, and the spreading fac-
tor of the data symbols, respectively.

2.2 TUPLINK DATA MODEL

A detailed derivation of the uplink data model for
UTRA TDD can be found in [26]. Ultimately, the recep-
tion of all co-channel users in one half-burst is expressed
as a set of linear equations,

r=Td+n, (1

where

@ = vec{ X} € (MWQATW-1)
and

d=vec{D} e C"".

Here, thc vec-operator maps an rn X 1 matrix into an
mn-dimensional column vector by stacking the columns
of the matrix, the M x (N Q + W — 1) matrix X contains
NQ + W — 1 samples from all M antennas at the base
station, and the K x N matrix I} consists of N data sym-
bols that were sent on the K simultaneously active CDMA
codes. The parameter 1V denotes the maximum length of a
channel impulse response. Moreover, the spatio-temporal
vector o € @MWV -1} 4y (1) models inter-cell inter-
ference, i.e., dominant interferers from adjacent cells, and
additive (thermal) noise. The multiplication of d by the
system matrix T represents the spreading of the data sym-
bols and the influence of the individual multipath channels
during transmission. The system matrix T' contains infor-
mation about the spreading codes of each user and the esti-
mated channel impulse responses.
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The exact structure of T' depends on the order of the
elements in the vectors ® and d. Hence, there is some
freedom in arranging the internal structure of I'. In or-
der to find efficient algorithms for estimating d from the
knowledge of T and @, it is beneficial to work with band-
structured block-Toeplitz matrices (also known as block-
Sylvester matrices). The intemal structure of T is then
given by

(2)

(N—1)M Qf

i.e., T consists of N identical copies of the block-matrix
VvV ¢ M@K yhich in turn contains the spread-
ing codes combined with the estimated channel impulse re-
sponses. More details about this data model can be found
in [26].

2.3 JOINT DATA DETECTION VIA BLOCK LINEAR
EQUALIZATION

The linear minimuin variance unbiased estimate of the
transmitted data symbols is given by | 17]

- —1
d=Whg = (T” R,;;T) THRZ) .2,  (3)
where we assume that the space-time covariance matrix
ol the inter-cell-interlerence-plus-noise (1C-IN) R,,,, =
W‘“«‘Q_i-m E{nnf} is non-singular, In the literature,
" this solution is also called zero-forcing block linear equal-
izer. By estimating R,,,,, dominant interferers from adja-
cent cells can be suppressed.

If we assume that all the interfering wavefronts from
adjacent cells originate from independent sources, the time
correlations of the inter-cell multiple access interference
are the same at each antenna element [29]. In this case, the
space-time covariance matmix of the TC-TN can be expressed
as the Kronecker product of the temporal covariance matrix
of the IC-IN Ry ) and the spatial covariance matrix of the
IC-IN Ry, ie., R, = le ¢ Rp. This approximation
facilitates the estimation of R, ,, by reducing its computa-
tional complexity. In UTRA TDD, Ry, can, furthermore,
be approximated by the identity matrix. Hence, we only
have to estimate the spatial covariance matrix of the IC-IN
R;.

Equation (3) can be efficiently computed by transform-
ing it into the frequency domain [26]. Using the approx-
imations for IR, outlined above along with the structure
of T described in (2), we can see that § = THR;AT 18
a block-Toeplitz matrix. Similar to the schemes described
in [26], § can be approximated by a block-circular matrix.
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Transforming this block-circular matrix into the frequency
domain leads to a block-diagonal matrix, which can be ef-
ficiently inverted.

To actually compute S, one has to consider the inverse
of R,,,. Using the approximations introduced above, we
get '

Ry, =TI Ry (4)

Equation (4) indicates that we only have to compute the
inverse of the spatial covariance matrix of the [C-IN Iy €
€M *M  Hence, we can compute its Cholesky factor L,
such that Lff Ly = Rp. Then, we calculate the weighted
system matrix T' and the weighted right-hand side & via
back substitution such that :

T =(I® L)~ 'T,
&= (I® L) e

Note that 7" has the same block-Sylvester structure as the
maltrix 1" in (2). Equation (3) can then be expressed as

d= (THT)_l T, (5)

Another often used equalization criterion is the minimum
mean square error (MMSE) criterion, which can be treated
1 a similar fashion,

2.4 EFFICIENT EQUALIZATION IN THE FREQUENCY
DOMAIN

In this section, we describe the efficient computation of
the the zero-forcing block linear equalizer (3) in the fre-
guency domain. For notaticnat simplicity, we will only re-
fer to the system matrix T (instead of T'), knowing that the
incorporation of K, into the equalization estimate does
not influence the block-Sylvester structure of T'.

The Block-Fourier algorithm exploits the tact that the
sampled baseband signals can be transformed efficiently to
and from the frequency domain using Fast Fourier Trans-
forms and that performing signal processing in the fre-
quency domain is often more efficient than calculating the
same task in the time domain. For example, it is well
known that the convolution of two signals can be computed
much more efficiently by transforming them to the fre-
quency domain and performing element-wise multiplica-
tions there instead of a series of vector producis in the time
domain. The Block-Fourier algorithm is based on the same
ideas as the fast convolution method: The received sam-
ples and the system matrix are transformed and the least
squares solution is computed in the frequency domain. The
final solution is then found by transforming the frequency
solution back into the time domain.

Data Detection in the presence of a channel that is mod-
eled by an FIR filter can be seen as the inverse problem
to convolution, e, a deconvolution, Instead of multiply-
ing the ypectra element-wise in the frequency domain, we
need to perform element-wise divisions. Just as in the con-
volution case, we must account for the fact that using a
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discrete Fourier transform leads to a circular deconvolu-
tion. This can be realized by applying a suitable form of
zero-padding and overlapping when constructing the solu-
tion from smaller parts, just as zero-padding and overlap-
save or overlap-add is used in the fast convolution method.
In the context of multi-user data detection, we lace the
additional problem that we need to extend the method to
cope with the block-structure of the problem. This can be
achieved by using block-Fourier transforms instead of the
usual single signal transforms.

24.1 Diagonalizing block-circulant matrices

A circulant matrix is a square matrix where each col-
umn has the same clements as the column to the lett of 1t,
only rotated down by one position. By extension, a ma-
trix is said to be block-circulant il the elements arc not
scalars but are themselves block-matrices. Since every
block-matrix appears once in each block-column and in
each block-row, all block-matrices must be of the same
size,

Due to the fact that the Fourier vectors are the eigen-
vectors of circulant matrices, systems of equations with a
circulant system matrix can be solved efficiently in the fre-
guency domain. The transtormation to and from the fre-
quency domain is performed efficiently with Fast Fourier
Transforms [13]. This well known scheme can be extended
to block-circulant systems.
~ Block-circulant matrices can be block-diagonalized by
block Fourier transforms. Suppose the block-circulant ma-
trix 7 has blocks of size P x K. Further, assume that <
is of size DP = DK, ie., ithas D x I} blocks. Then we
compute A = K p)CF ), where Fr) and F ) are block
Fourier transform matrices with block sizes of PP x P and
K x K respectively. They are defined as Fiy,y = F @ I(;,),
where I (n) is the identity matrix of size n x n, F' is the
Fourier matrix of size I? x I and & denotes the Kronecker
product, The resulting matrix A will be block-diagonal,
i.e., it is completely defined by its diagonal blocks of size
F x K. Similar to the scalar case, these block-matrices can
be simply calculated via Fp)C(:, 1: K).

The properties of the block Fourier transform can be
used to efficiently solve an equation like Cd = x where
C is block-circulant. Its LS solution d = CTax can be
computed as

where the superscript T denoles the Moore-Penrose
pseudo-inverse.

Thus, we need to apply a block Fourier transformation
to #, then multiply by the pseudo-inverse of the block-
diagonal matrix A and finally calculate an inverse block
Fourier transform to get the result d. Since A is block-
diagonal, multiplying by its psendo-inverse is in general
significantly cheaper than using C directly.
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Figure 3: Extending the block-Sylvester matrix T (light shaded
part) to be block-circulant,

2.4.2 Application to TD-CDMA

Although T is not block-square, the block-columns of
T are already rotated versions of the first block-column.
Therefore, we can simply add block columns to it until it is
block-square. The number of block-columns that we must
add depends on the degree of the block-band structure of
T, which is the samc as the inter-symbol interference in
the original transmission system. Figure 3 shows how T'
can be extended to.be block-circulant.

After T has been extended to be block-circulant, it has
D x D blocks of size P x K, where D = N + [(Q +
W —1)/Q] — 1and £ = MQ." The vector = needs to be
zero-padded at its end so that it has length D P. Likewise,
the new solution vector contains the desired results in its
first N K elements.

The simulations in Section 6 show that the error that
occurs by solving for d with this extended version of T
is insignificant. This is due to the fact that the distortions
introduced by extending T to be block-square affect only
the guard periods between bursts. Neglecling the noise,
the guard period between bursts facilitates it to model the
channel correctly by a block-circulant matrix.

2.4.3 Qverlap-save

The convolution matrix T with its strong band structure
offers possibilities to reduce the computational demands of
the joint detector even further. The idea is to reduce the
size of the involved matrices and solve the whole problem
by solving multiple smaller ones instead. The reduction
in size is expressed by forcing D to smaller valucs when
deriving a block-circular matrix from T according to Fig-
ure 3. With such a smaller matrix, only a smaller part of
the data vector can be estimated. Thus, we need to parti-
tion the data vector into slices of length DA, Butif D is
smaller than its ideal value N + [{Q? + W —1)/Q] — 1, the

1The notation [#] denotes the ceiting of =, i.e., the smallest intcger
that is greater than or equal to
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distortions mentioned in the previous section do no longer
fall into the guard period, leading to unacceptable errors in
the estimated data vector slices.

Figure 4 depicts this effect. The dashed line shows the
relative error of the data symbols of one user, where /72
has been set to 32 and the full vector of N = 69 symbols
has been calculated by carrying out the frequency domain
detection three times on successive blocks of 32 symbols
gach. Obviously, each run of [} = 32 symbols has large
errors at the beginning and the end, but not in its middle
part.

As aremedy, one discards a certain number of symbols
at the start of the data vector slice (the prelap) and at the end
of it (the postiap). The computation of the complete data
vector needs to be arranged in such a way that the discarded
symbols from the previous slice can be found in the middle
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of the next one as depicted in Figure 5. Figure 4 shows that
the relative error for such an overlapping computation has
been reduced to a lower level for all symbols (solid line).

3 DOWNLINK PROCESSING

On the downlink, the spatial processing is carried out
prior to transmission and, therefore, before the signal en-
counters the channel. This is very different from the uplink,
where the spatial processing is performed after the chan-
nel has affected the signal. Therefore, it is possible to use
blind or non-blind techniques on the received uplink signal
to estimate the channel and/or the data. On the downlink,
however, one either needs feedback of the signals received
at the mobile station to get the channel information, or it
may also be possible to determine the parameters of the
downlink channel from the uplink. An excellent overview
of uplink and downlink space-time processing for wireless
communications has been presented in [21].

In the sequel, we only use spatial beamforming, i.c.,
space-only processing, at the base station, since there is
also a temporal equalizer at the mobile station. The down-
link spatial beamforming scheme should point beams in the
direction of the desired user while minimizing the energy
transmitted into the other directions as illustrated in Fig-
ure 1.

Assume that the base station uses an antenna array of
Af antennas to transmit A information signals to K differ-
ent mobiles simultaneously. In TD-CDMA, the co-channel
users share the same frequency and the same time slot but
they can be scparated by K different spreading codes. Let

wH = [ gk, Bk ] (7)
1 < k < K, denote the beamforming vector of the k-th
user that influences how the k-th transmitted signal couples
into the channel as depicted in Figure 6. There are different

strategies to determine the K spatial beamforming vectors
k)
awF),

Case 1

In the first approach [10, 6], the beamforming vectors are
chosen such that the transmitted power I, = w®)F 40 ¥ js
minimized subject to the constraint that a certain minimum
signal-to-noise-plus-interference-ratio (SINR) is guaran-
teed at all K mobile stations.

Cuase 2

In [12], it is proposed to maximize the worst case signal
quality at the K mobile stations. Here, the signal quality or
signal-to-interference-ratio (SIR) is defined as the ratio of
the time averaged signal power to the time averaged inter-
ference power.
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Figure 6, Downlink beamforming network illustrated for three
co-channel users and M antennas. There is a digital-
to-analog-converter (DCA), a high frequency (HF) con-
verter, and a linear power amplifier (PA) at each an-
tenna.

Case 3

Note that the solutions of case | and case 2 require iter-
ative optimization procedures. It is, however, much sim-
pler to mimimize the interterence generated to undesired
users while maximizing the energy transmitted to the de-
sired user. Then the expected value of the signal power
recetved by the desired user £ and created by the beam-
forming vector w'*) is given by [10}

w(k)HR(Sk\Jw(k)j (8)

where Rék) denotes the spatial (downlink) covariance ma-
trix of the &-th user. It incorporates the (medivm-term) av-
eraged spatial parameters that are equal on the uplink as
well as the downlink.,

The interference generated by the beamforming vector
of the k-th user w'®) towards other co-channel users may

be expressed as
w(k)HR}k)w(m. {9}

Here, Rgc) denotes the spatial (downlink} covariance ma-
trix of the set of co-channel users that interfere with nser k.
These co-channel users might be in the same cell and/or
other (adjacent) cells of the network. If joint detection {(or
multi user detection) is applied on the downlink, i.e., at the
mobiles, the co-channel interference caused by signals that
are transmitted to mebiles in the same cell can be elimi-
nated. Therefore, the spatial contributions of these mobiles
are not incorporated into REM 2

In TDD systems, the uplink and downlink connections
share the same carrier frequency by multiplexing the two
directions in time. Therefore, the spatial covariance ma-
trices estimated on the uplink can directly be used for the

2Thus, if joint detection is applied, the spatial covariance matrix
R%M = R only contains contributions from interfering co-channel mo-
biles from other cells,
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downlink. These spatial covariance matrices may, for ex-
ample, be estimated by exploiting the knowledge about the
spreading codes, properties of the transmitted symbols, the
transmitted training sequences, or a combination thereof.
Hence, in TDD systems the estimation of the dominant di-
rections of arrival is not required for downlink beamform-
ing. _

It is the goal of the described downlink beamlorming
scheme to find the beamforming vector w*) of the k-th
user, 1 < & < K, that maximizes the Rayleigh quotient

KVH (k) (k
ran®)) = w K H Rt lag )

= . 10
w(v’\')ﬂREkJu:(*"‘) (10)

It is given by the generalized eigenvector of the matrix
pair ng) and ng) corresponding to its largest generalized
eigenvalue ,\ff;“gx, i.e., it satisfies

Rék)m(k) = R%‘I‘:)m(m/\(k)

max-

The corresponding transmitted power equals

P, = w'BI H k)

and should be adjusted via a traditional power control
scheme such that the k-th user has an acceptable carrier
to interference ratio. Alternatively, the powers can be ad-
justed by the base station(s) as described in [4].

4 ESTIMATION OF THE SPATIAL COVARI-
ANCE MATRICES

In this section, we describe an efficient scheme of how
the short-term spatial covariance matrices required for up-
link and downlink processing may be estimated on the
uphink. They are obiained by exploiting long-term and
short-term spatial channel properties. The short-term spa-
tial channel impulse responses can be estimated from the
knowledge of the training sequence (midamble) in the cur-
rent time slot. More sophisticated schemes (that may take
into account decision feedback and forward error correc-
tion or other techniques to enhance the signal estimation
accuracy) can, however, lead to an improved estimate. as
explained in [29].

In spatially correlated scenarios, improved (short-
term) spatial channel estimates are obtained by project-
ing the current spatial channel estimates onto the subspace
spanned by the dominant eigenvectors of the long-term spa-
tial signal covariance matrix. This is particularly helpful
in macro-cellular and micro-cellular environments, In this
paper, we estimate the dominant subspace of the long-term
spatial covariance matrix by averaging over all temporal
taps of the channel impulise responses. The same sirategy,
however, can be applied to each temporal tap individually.
The latter is advantageous if spatial characteristics difter
substantially from tap to tap.
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In a TD-CDMA based mobile radio system, the re-
ceived signals are ted into a set of joint channel estimators.
Assume that there is an antenna array of M antennas at the
base station. Hence, the uplink channel impulse response
matrix estimated for the k-th user in the ¢-th time slot

BYG = [ a6 kPG kP |
h(k'UT i
o200
— ¢ : (J) c G:wa, (11)
h(k;flr,‘;r)'T(i)

1 < k& < K, consists of M tow vectors, cach representing
the discrete time channel impulse responses h%™/7T (i) of
length T for the link between a certain user £ and antenna
m, 1 < m < M. In adjacent cells of a cellular network,
different midamble code sets with good cross-correlation
properties should be used to guarantee a proper channel
estimnation,

Then an estimate of the long-term spatial covariance
matrix of user k in the i-th time slot is given by
r& () pRE i — 1)+ L2 HB (G H®T () (12)

w

= pREG -1+ 523 PR (),

wi=1

where R(Sk)(()) o HL ] H(M(O)H(MH(O)

and p is the forgetting factor (0 < p < 1).

Due to interference and additive noise, the spatial chan-
nel estimates will be noisy and Rék) (¢) € €M "M willhave
full rank M, if it is averaged over several time slots. The
number of dominant paths /. of the long-term spatial co-
variance matrix Rg“) (4) is equal to its number of dominant
eigenvalues and could be determined via a simple threshold
or via some information theoretic ¢ritenia, as for instance,
described in |28]. Let ng) e C€M*L contain the eigen-
vectors of the long-term spatial signal covariance matrix in
the <-th time slot Rgc}(i) that correspond to its L largest
eigenvalues. '

In case of an FDD system, e.g., UTRA FDD, it is pro-
posed in [5] to calculate the dominant long-term down-
link eigenvectors ng ) at the mobile station and to transmit
them back to the base station on a long-term basis. Then
only the “best” of these eigenbeams is selected at the mo-
bile via short-term processing, its index is transmitted back
to the base station, and it is used for downlink beamform-
ing. In a TDD system, however, {as discussed in this paper)
the long-term downlink spatial covariance matrix R_(gk)(z')
can be estimated on the uplink without the necessity for a
frequency transformation,

In this paper, we do not (necessarily) select only one
of these long-term eigenbeams for downlink beamform-
ing, but choose the optimum combination of the columns
of U*) to improve the accuracy of the short-term spatial
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channel estimate significantly if the channel is spatially
correlated. This is achieved by projecting a new short-
term spatial channel estimate H ") (i) € €>*"W onto the
L-dimensional subspacc spanned by the columns of U gk‘),
ie.,

a9 = pE . g (13)

(
¢ oy =1
EM (ng)HUEk)) UEk)H H(k)(g)

= U

Note that the projector P! simplifies o P =

ng)ngJH if the columns of ng) arc unitary. The es-
o ik

timation of H ( )(_i) is illustrated in Figure 7 for L = 2,

Based on the estimated channel impulse response matrix

H'ti) = dominant subspace

o B

Figure 7. Mustration of how to project the short-term channel
estimates H'™® (1) = [hgk)(i) hﬁ)(.—)] into
the dominant subspace of the long-term spatial co-
-~ . . o FrEY
variance matrix spanned by the columns of U7 =
[u Y‘) uék)] In this example, L = 2.

H ("’)(i), an improved short-time spatial covariance matrix
at time ¢ is obtained as

B = & PO HW G HOE () PR,

.

(14)

Efficient updating schemes to track the projectors ng)
from slot to slot have, for instance, been described in |25].

Next, the spatial covariance matrix of the signal-plus-
interference-plus-noise Rgiy = E{=(t)z" (1)} is esti-
mated. Here, 2(t) € €Y denotes the noise and interfer-
ence corrupted measurements at the base station antenna
array. Let

X =[ =(t1) =(2) x(ty) | e €N

contain the array measurements during one burst. Then a
straightforward estimate of Hgry is given by

Rsiv = +-xXx%. (15)

Especially for downlink applications, the estimates of the
spatial covariance matrix Rgpy should be averaged over
several bursts using a rectangular or an exponential win-
dow. ' ;
If joint detection at the mobile (in case of downlink
beamforming) or at the base station (in case of uplink in-
terference cancellation) takes into account X co-channel
signals, R}k) = Ry can be calculated as

K
~ (k B
Ri=Ran - Y Ry’ (16)
k=1

399



M. Haardt, C.F. Mecklenbriuker, M. Vollmer, P. Slanina

Note that (16) should be used for uplink processing as de-
scribed in Section 2. On the other hand, if joint detection is
not used, e.g., at the mobile terminal,

R

Rgﬂ ~ Rgiy — Ry 1< k<K, (17)

5 DOWNLINK COVARIANCE MATRIX PRE-
DICTION

The channel estimates H %) and X required for eval-
vating equations (12) and (15) are performed at the base
station during all uplink time slots. Note that the set of ac-
tive users in a downlink time slot is not necessarily equal
to the set of active users in any uplink time slot. Thus, the
base station has to keep track of the active sets in uplink
and downlink time slots by means of association tables that
are updated via signaling over the network. Provided that
the uplink/downlink time slot/user associations are known,
the predicted downlink matrices equations (17) or (16) can
be evaluated guite easily.

5.1 NETWORK MODEL

The base stations in adjacent cells are informed via sig-
naling messages in the access network about the sets of ac-
tive midamble codes in specific uplink and downlink time
slots. The base stations use the signaled midamble sets for
separating the interference contributions belonging to dif-
ferent users. This is necessary in general because the inter-
ference contributions must be predicred at the base station
for the downlink time-slot at hand.

In a simpler approach, the uplink interference covari-
ance matrix is estimated and used in the downlink, but this
requires symmetric allocation of resources in the up— and
downlink. Otherwise, the set of active users ditfer between
the up— and downlink,

5.2 A PRIORI DOWNLINK
MATRICES

SPATIAL COVARIANCE

1t might not be feasible to estimate the downlink spatial
interference covariance matrices. Dilficultics might arise
from the instationarity of the channel, the implementational
cost, or the complexity induced by the required network
signaling. In such cases, it is possible to use an a priori
chosen spatial covariance matrix. Such a covariance can
be calculated from a probabilistic model of the interfering
arrivals. In this section, we consider the special case of a
uniform linear array with element spacing A/2, because in
this case the limiting form of the interference covariance
matrices becomes particularly simple.

Spatially uncorrelated noise is not dominant in a mobile
communications network. It is the interference from other
mobile stations that accounts for most of the additive si-
gnal corruption. A simple spatial model can be formulated
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by omnidirectional arrivals of plane waves with a oniform
angular power density. For simplicity, the signals carried
by these plane waves are assumed to be mutually uncor-
related in time. [t is expected that this assumption is not
too stringent, since the number of co-channel users is large
whereas the number of correlated arrivals per user is much
smaller. Moreover, it turns out that this model yields much
better results than assuming spatially uncorrelated noise at
all antennas. In a simple 2D model for the macro-cell envi-
ronment, all users are distributed in a plane and their direc-
tions of arrival are uniformly distributed in azimuth along
the unit circle at elevation 0°. Then the interference co-
variance matrix has Tocplitz structure and the individuoal
elements are given by

[Rﬂmﬂ =Jy (dem,/c'o) , (18)

where J; () denotes the Bessel function of the first kind and
order £.

In macro-cellular environments with 120° scctoriza-
tion, it can be assumed that the directions of arrival are uni-
formly distributed in azimuth within the 120° sector at con-
stant elevation 0°. Then the interference covariance matrix
has the limiting form

[Ry]mn = 27 Z wele(m{m — n)) . (19
f=—00
where the cocfficients 1w, are defined by
1/3, for# =10,
e = { 5'1{1 L)) 1 (20)
., else.

A derivation of the series expansion (19) is provided in the
appendix.

In micro-cellular and pico-cellular environments, the
directions of arrival cannot be characterized by random ar-
rivals in azimuth alone. The directions of arrival are dis-
tributed on the unit sphere. Often, a uniform distribution
provides a suitable description. Whenever it is reasonable
to model the interference plus noise wavefield as isotropic
in three dimensions, the associated power spectral density
is uniformly distributed over the solid angle 1, i.e., on the
unit sphere, and the spatial correlation is given by sin(£) /€,
where & = wd/¢q and d is the distance between two obser-
vation locations of the wavefield, see [9] for details of the
derivation and approximations. Hence, the associated co-
variance matrix can be modeled as

_ysin(wdmn/co)

[Rﬂmn =a U-J(imn/co 21)

The eigenvectors of this matrix are the Discrete Prolate
Sphercidal Sequences (DPSS) [24].
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6 SIMULATIONS

Performance 'qf the joint detection schemes

Figure 8 compares the frequency domain implementa-
tion of the zero-forcing block linear equalizer for differ-
ent overlapping degrees with the true least squares solu-
tion, obtained via a Cholesky factorization. The simulation
scenario includes A = 8 users using one code each. To in-
vestigate the near/far resistance of the joint detector, four of
these users have a power that is 20 dB above the remaining
four users. This corresponds to a severe near/ffar scenario.
The plotted bit error ratio is the mean of the four weaker
uscrs. Figure 8 shows that the presented joint detector is
able to handle this critical situation better than the approx-
imated Cholesky joint detector.

The label “C” in Figures 8 to 10 denotes the joint de-
tector based on the Cholesky decomposition [3], “F" de-
notes the algorithm presented in this paper. “C exact” is
the exact Cholesky decomposition and represents the true
least squares solution. “C row” denotes a row-wise approx-
imation of the Cholesky factors, where 2 block-rows have
been computed [27]. It yields a slightly worse bit error
ratio performance as “C exact”. “C tri” uses the triangle
approximation described in [18)] with a sub-matrix of 2 x 2
blocks. It has a much worse performance than “C exact”.
The parameters for the Fourier algorithms are presented in
the legend as Diprelap/postlap. The performance of the
Fourier detector with no averlap (“F 128/0/0™") is identical
to the true least squares solution “C exact”. When using
significant overlap (“F 32/3/5°), the performance is still in-
distinguishable from “C exact”, and with little overlap (“F
16/1/27"} the performance is still comparable to “C row”,

3]

10

C exact
e C row
=di= G ri

: - - F 128/0/0 }
-i=1- F 32/3/6
X FAS2

H

;

;
&

10 L | L
6 7
Eb/NO

Figure 8. Bit error ratios after error correction of joint detection
using different aligorithms. The system parameters were
chosenas @ — 16, W = 57 N =69, K =3 M =
2. The channel has been modeled as type Vehicular/A
with @ mobile velocity of 120 km/h. See the text for a
discussion of the results.
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Computational complexity

_ The additional processing requirements for computing
T and & in Section 2 are medest. The number of real mul-
tiplications n is given by

2

n = §(M3 — M) (Chol. dec.)

+2(vQK + NQ+ W — 1)(M? — M) (back subst.),

where v = [(( + W — 1)/Q)]. For example, a typical sce-
nario with ¢) = 16, K = 8§ W = 37,N — 69, M = 8
needs 201936 real multiplications, which amounts to about
11 % of the complete joint detection process. Figures 9
and 10 show the number of real multiplications needed
for weighting along with the computational complexity re-
quired for the joint detection algorithms examined in [26]
as a function of the number of active codes K and the num-
ber of antennas M, respectively.

20- i P P — T T
| Ml C exac
.| Il C row

F 128/0/0

B F 32/3/5
Ml Fi6/1/2
Weighting

Million real multiplications

o

. " ._ o ; 1 oy
MNumber of active usars, K

Figure % Computational complexity of the joint detection algo-
rithms, as a function of the number of active codes K
(Q =16, W =57, N =69, M = 8).

10
Ml C exact
Il Crow
BE Ctr
(1 F 128/0/0
B F 32/3/5
I Fi6/1/2

Million real multiplications

4 6 8 10 12 14 16
Number of antennas, M

Figure 10: Compurational complexity of the joint detection al-
gortiims, as a function of the number of anfennas M
(=16, W =57, N =69, K = &), '
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Convergence of the ravleigh quotient

Downlink simulations are performed for evaluating the
benefits from using the optimum weights w that maximize
(10). The simulation scenario consists of a base station
cquipped with a circular antenna array of M = 8 ele-
ments with A/2 spacing. The signal of the user of interest
is subject to multipath propagation (4 paths) with Laplace-
distributed random angles and a standard deviation of 11°.
The signal of the user of interest suffers from interference
from L > 1 directions of arrival, which are uniformly dis-
tributed between (¢ and 360°. All interfering signals have
the same power. To keep the total power of the interference
and the additive noise constant for all £, the power of the
spatially uncorrelated (thermal) noise is decreased linearly
with increasing L.

The resulting Rayleigh quotient r(w*)) in (10} is av-
eraged over 5000 Monte Carlo simulations. The results (in
decibels) are plotted in Figure 11 (solid line). This per-
formance is compared to the average performance of two
sub-optimal weighting schemes. These reference schemes
do not require an online estimation of R,. The simplest
approach uses the classical beamformer with weights b ob-
tained from maximizing (10) in case of spatially uncorre-
lated noise with Ity = o I. The average Rayleigh quotient
for the classical beamformer is also plotted in Figure 11
{dashed line). The third selected reference weighting vec-
tor » uses the limit (18) of the spatial covariance matrix in
case of a large number /. of directions of arrival of the in-
terference. The weighting vector # is obtained as the dom-
inant generalized eigenvector of the matrix pair R(Sk) and
Rp, where the elements of Ry are defined in (18). The con-
vergence of the performance curve of the oplimum beam-
former w to the one that assumes a large number of omnidi-
rectional interferer » is clearly visible in Figure 11. Thus,
in rich scattering environments and/or in case of a large
namber of interferers, the performance of  is close to that
of w,

i2

- v, aglimum beam
b, vlussical beam
v isotropis noise beam

averaged Rayleigh quatiant in (8) of the heamformer (dB]
o

i R
10' 10
Number of interfesing directions (L)

Figure 11 Plot of the average Rayleigh quotient us a function af
the number of interfering wavefronts L.
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Evaluation of downliink network throughput

System-level simulations were performed (o evaluate
the gain in network throughput for the downlink by means
of beamforming at the base station transmitter and joint-
detection in the mobile station receiver [7]. The system-
level model is based on the sectorized “macro” environ-
ment specified in [1]. The model consists of a network with
19 sectorized sites with three sectors per site. This yields a
total of 57 cells that contribute to the inter-cell interference.
The traffic of the three innermost “refercnce” cells is eval-
uated to assess the performance of the network. All other
cells serve as target cells for handover and contribute to the
interference. This evaluation method ensures that the inter-
ference power in the reference cells is not under-estimated,
cf. [20].

Joint detection is employed at the mobile stations to
eliminate the intra-cell interference. The task of downlink
beamforming is to reduce the remaining inter-cell inter-
ference; downlink notching of mobile stations in adjacent
cells is not applied. The simulations are performed for a
cellular network using circular arrays of M — 8 antennas
with A/2-spacing at the base stations. The resulting 1de-
alized beampattern B;(6,0°) for the classical beamformer
steered to 0¢ is shown in Figurc 12 (dashed line).

In the simulations, it was assumed that the direction of
arrival (DoA) statistics follow a Laplacian distribution with
angular spread Sy = 10° = /18 rad. Instead of gener-
ating Laplacian distributed random angles during the run--
time of the simulation, the following approach was adopted
for reducing the run-time: For an individual user at a geo-
metrical angle 8y relative to its base station, we can define
the expected beampattern conditioned on &,

B(8,0,)

E{B(¢ — #n.60)|60}
n
= A / Bo(# — 8o, 00)e 1% a8

-

where ¢ = v/2/S5 and A = [Sg(1 — e~ #")]~1. Thus, the
system-level simulation was performed with the expected
beampattern (with the main-lobe directed to the user of in-
terest) rather than random realization. The smoothing op-
eration is a circular convolution and evaluated etficiently
via the FFT. The resulting smoothed beampattern I3 (¢, 65)
is shown in Figure 12 (solid line). The shape cf the main-
lobe is essentially unaffected by the smoothing, but con-
siderable power leakage into the nulls of the ideal pattern
1s observed [7]. To reduce the run-time even further, the
smoothed beampattern was approximated as rotationally
invariant, i.e., the dependency of B(B —4&p, 6u) on the steer-
ing angle Ay was neglected. This is a good approximation
for a uniform circular array. Finally, the smoothed beam-
pattern was segmented into piece-wise constant angular in-
tervals and stored in a ring-buffer during the simulations.
The receiver-side error statistics of the link-level sim-
ulator (which models the behavior of the physical layer)
is entered into the system-level simulator via the ““actual
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Figure 12: ldeal and smoothed beampatterns. Smoaothing is per-
Jormed for DoA spread Se = 10°.

value interface” [16]. The simulated system employs a
convolutional code with code-rate (0.4, Further details on
the system-level simulation and the interfacing to link-level
can be found in [7].

To evaluate the performance gain due o smartl anten-
nas, three scenarios were investigated: In the first two
scenarios, channels were assigned randomly from a given
set of channels (Fixed Channel Allocation, FCA), where
power control was performed in the second scenario and
disabled in the first scenario. In the third scenario, chan-
nels were assigned by selecting the “best” channel accord-
ing to a specified optimization criterion (Dynamic Channel
Allocation, DCA). The chosen DCA strategy was "Channel
Segregation” using an interference threshold for the prior-
ity table [22]. Figure 13 shows the percentage of “satisfied”
downlink speech vsers in a cell, User satisfaction is defined
in [17] as a user enjoying a bit error rate lower than 10~ 2 (af-
ter decoding) for at least 95 % of the call duration. Further-
more the call must not get dropped due to a bit error rate
exceeding 10~2 for more than 5s. The user percentages
are shown along the vertical axis and the horizontal axis
depicts the load on a linear scale (bit rate per bandwidth per
cell), The linear scale is normalized such that the maximum
achieved network spectral efficiency without smart anten-
nas is 100: This baseline value is achieved where the curve
marked with—e crosses the required 98 % user satisfaction.
The maximum spectral efficiency gain is achieved if the
smart antennas are switched on. The spectral efficiency
for smart antennas switched on, but without power control
(line marker s# in Figure 13 and labeled as “Fca, pc ofz,
sMa on’ ) is even higher than the case where power control
and DCA are both switched on, but without smart antennas
(line marker —¢). In the case of smart antennas switched
on, an additional gain in spectral efficiency is achieved if

Vol. 12, No. 5, September-October 2()(}]

power control is used (lines marked with <7 and ). The
contribution to the spectral efficiency gain of DCA is mod-
est compared to power control (lines marked with <% and
- ). The spectral efficiency due to downlink beamforming
alone is found by simulations to be approximately 55 %
higher than the combined gain resulting from power control
and DCA without beamforming. Note that the spectral ef-
ficiency resulting from power control and beamforming to-
gether is higher than the best system without beamforming
by a factor of 2.63. Lastly, if DCA is used in conjunction
with downlink beamforming and power control, the spec-
tral efficiency reaches 2.67 times the baseline value, Thus,
it is safe to say that there is no additional gain from DCA
when power control and downlink beamforming are used
together. In fact, the best spectral efficiency value is very
close to the hard blocking limit. The optimized speciral
efficiencies for these six system-level simulation scenarios
are visualized in the bar-graph of Figure 14.

speciral efficiency spectral effi-
withoul smart an- clency with smart
tennas antennas

-1
o6
o4t - e
" N
@ G0 i \;\ : N
8 e : o
2 TN N
é as H N . -
= 3 .
E S h N
2 pe : . [
3 : e
g ; : AN
o T RN I S
g B . :
] | —&— FCA, PC off, SMAoft | : \ :
82+ —=— FCA, PCon, SMAoff | ~ o
H | < DCA, PCon, SMA off | |
sob -5 FCA, PC off, SMA on | W
i | -ve- FCA, PG an, SMA on | © \\")
1 : + OCA, PCon, SMA an | "
7B - . & L ¥ 1 L
o 50 180 150 200 250 300

relative ioad [bitrata / bandwidth per call] on a linear scals

Figure 13: Percentage of satisfied users in the network. This per-
centage must not drop below 98 %, ¢f [1].

7 CONCLUSIONS

In this paper, we have discussed smart antenna con-
cepls for the uplink and the downlink of UTRA TDD. On
the uplink, joint space-time processing schemes eliminate
intra-cell interference and suppress inter-cell interference,
They can be implemented efficiently in the frequency do-
main [26]. Here, we have shown how inter-cell interference
can be suppressed and have presented formulas for the re-
quired computational complexity.

Moreover, we have described and compared several
downlink beamforming schemes that are based on spatial
covariance matrices estimated on the uplink. To avoid in-
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System-lovel simulation results

, -
D FCA, PC off, SMA off

o1 FGA, PG on, SMA off
I 2 DOA, PG an, SMA off

| # it 559, w  FCA, PC oft. SMA on

s« FCA, PCon, SMA on
v DCA, PCon, SMA on

S S B A R |253%

simulation scenaric (explained in text)

: L ! I s
o 50 100 160 200 250 300
Nomalized network capacity [ hitrate ! bandwicth / cell]

Figure [4: Spectral efficiency of the network for the six system-
level deployment scenarios evaluated according to

f15.

terference to inter-cell users that are active in the same time
slot, it is proposed to use signaling over the network to
inform adjacent cells about the sets of active midambles.
Base stations can predict downlink covariance matrices for
specific time slots using the signaled midamble sets. Al-
ternatively, an omnidirectional interference model may be
employed in a dense cellular network for pre-calculating an
a priori downlink covariance matrix. The resulting beam-
patterns have superior properties than the classical beam-
patterns, which are calculated for the uncorrelated {spa-
tially white) noise case.

Finally, from the system-level simulations for downlink
speech traffic using beamtforming at the network-side and
joint-detection at the mobile stations, it is concluded that
the gain in spectral efficiency due to downlink beamform-
ing is approximately 55 % higher than the gain resuiting
from Power Control (PC) and Dynamic Channel Allocation
{DCA) combined. With downtink beamforming and power
control together, there is no additional gain from employ-
ing DCA. If downlink beamforming is used in conjunction
with PC, the spectral ctficiency reaches more than 2.6 times
the spectral efficiency resulting from PC and DCA without
downlink beamforming. The presented spectral efficiency
improvements are achieved by antenna arrays of M — 8
elements.

APPENDIX

A brief derivation of the series expansion (19} is given
here. It is assumed that the interference scenario is twa-
dimensional, i.e., the spread in elevation # is negligible as
compared to the spread in azimuth ¢ [11, 8]. Further, the
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antenna array is assumed to be a horizontal planar array. In
this case, the (n, m)-th element of the interference covari-
ance matrix is given by [9]

LW . :
Rom = [ w(6)exp [ domcosts = 6om)] 46, 22

-

where d,.;, is the distance between the antenna array ele-
ments n and m. Moreover, d,,, defines the orientation of
the line which joins them. II the n-th array clement has
cartesian coordinates iy, yn ), then d,,, and 4,,, are de-
fined by

dnm €05 ‘5nm = dn —Lm,

Ay SN 0nm = n — Um -

In the special case of a harizontal linear array, it can be
assumed that all differences ¥, — 4, vanish and d,,,,, <
{0, w}. The angular weighting function w(¢) describes the
angutar power distribution. Thus, w(¢) > 0 forall —7 <
¢ < and w(¢) is periodic with period 2. Now, let w(g)
be expandable in a Fourier serics

o

w(g) = Z

f=—o0

. ' 1 {7 .
wee I with w, = o [ w(¢)e' P dg.
EY

The Fourier series is inserted into (22) resulting in

an =

I

Lo s
Zwﬂ fexp (jidn‘rm COS(‘? - (E'n,m,) — quﬁ) d@
€n
f=—oo

~T

The remaining integral is recognized as 27 exp(jdnm)-

_ times the Bessel function J,(-) of the first kind and order ¢,

which yields

Ry =2 ¢ ed nm ] (_“idn ) .
szlwfe Z o m

A sectorized macro-cellular environment with sectors of
angular width 25 is described by the ideal rectangular
power weighting function w(¢) = 0 for |¢| > @ and
w(¢) = 1 for |@| < 3. In this case, the Fourier coeffi-
cients become

(23)

wp= B, = S0

— —7 (24)

This coincides with the result given in Section 5.2 for a
linear horizontal antenna array in a sectorized environment
with sectors of width 23 = 120°,
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