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Abstract. In this paper we compare two models for extracting features from face
images and several neural classifiers for their applicability to classify gender, age,
facial expression, and identity. These models are i) a description of face images
by their projection on independent base images and ii) an Active Appearance
Model which describes the shape and grey value variations of the face images.
The extracted feature vectors are classified with Nearest Neighbor, MLP, RBF
and LVQ networks, and classification results are compared.

1 Introduction

A growing number of applications rely on the ability to extract information about people
from images. Examples are person identification for surveillance or access control, the
estimation of gender and age for building user models or facial expressions recognition,
which can give valuable information for the evaluation of man-machine interfaces. As
the mentioned recognition tasks have been addressed in isolation in the past, there often
exists a variety of methods for each. The presented work was done in the context of
building a man-machine interface for a mobile service robot [5], where all the above
mentioned information is of great interest. Furthermore, our hope was to identify one
method that could be used universally.

2 State of the Art

A commonly used method for face image analysis is the subspace projection of the
image data, where the subspace can be spanned by principal components, indepen-
dent components of the training data. This method was used for a vast amount of ap-
proaches for person identification and automatic facial expression analysis [1]. Another
widespread method for person identification and for gender estimation is the Elastic
Graph Matching technique [10] [7]. Elastic Graph Matching describes faces in terms
of spatial frequencies in local image areas, where the relation between these areas is
defined by a graph structure. These models are adaptive and can adjust themselves to
some degree to variations in the image data. Active Appearance Models have been used
for person identification and facial expression analysis [2] [3]. They describe the statis-
tical variations of shape and grey values in the training data and adapt themselves in an
iterative process to a given face image. Up to now, very little work was reported on age
estimation from image data.
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3 Dataset coding age, gender, identity, and facial expressions

There exists a variety of face databases designed for single classification tasks, e.g.
the Cohn Kanade database for facial expressions [8]. However, we wanted to test the
performance of our methods for classification tasks as diverse as gender, age, facial ex-
pressions, and identity. To eliminate the influence of varying quality of the image data,
we recorded our own database according to our requirements. This database consists of
two parts. The first part used for the classification of age, gender, and identity contains
70 people with 7 images each, with neutral facial expression, different illuminations,
and small deviations in head orientation. Identities are equally distributed in the age
range between 10 and 60 and equally distributed over genders. The second part consists
of 30 identities with 7 images each, which represent the basic emotions happiness, sad-
ness, surprise, fear, anger, disgust and neutral as identified by Ekman in [4], see Fig. 1.
Since evoking facial expressions with movies was shown to produce mixtures of basic
emotions [6], we decided to ask probands to pose facial expressions according to the
seven basic emotions. As people’s ability to pose facial expressions varies significantly,
all the recorded images were manually classified by 10 people and only a subset of all
images was used where at least 7 people agreed on the facial expression. This prob-
lem could be avoided, if the image data was labeled with FACS codes, describing the
activity of facial muscles instead of basic emotions. However, since FACS coding is
very time consuming and has to be done by trained personnel, it was not yet possible to
obtain FACS codes for our data.

Fig. 1. Examples of the used data set for facial expressions. From left to right: neutral, surprise,
sadness, anger, fear, happiness, disgust.

4 Feature Extraction

To provide the feature extraction methods with normalized data, we manually labeled
the position of facial landmarks. We analyzed Independent Component Analysis (ICA)
and Active Appearance Models (AAM) for feature extraction.

4.1 Independent Component Analysis

For ICA, only the centers of the eyes are used as facial landmarks. The ICA model
depends on highly accurate aligned image data as the model does not adapt to a given
face image. Thus, we applied affine transformations such that the center of the eyes
are on the same position in every image. The size of these normalized images is60 ×
70 pixels. For building the ICA model, an observation matrix was built by using the
vectorized images as rows. On this matrix we applied ICA and obtained independent



base images for the data, which represent local facial features, see Fig. 2(a). Any given
normalized face image is represented as linear combination of independent base images,
and the fit values constitute the data to be classified. For a more detailed description
see [9]. The data flow when using the ICA model is depicted in Fig. 2(b).

(a) (b)

Fig. 2. (a) Example of an inde-
pendent base image. (b) When
using the ICA model, a nor-
malized input image is projected
on the independent base images.
The fit values for the base im-
ages form the feature vector to be
classified.

4.2 Active Appearance Models

The facial landmarks for the Active Appearance Models (AAM) consist of 116 points
along dominant outlines in the face, see Fig. 3(a). To construct an AAM, the mean
shape of the training data is computed and the shape variation is determined by principal
component analysis. In the next step, the training images are warped to the mean shape.
In the same way as with the shape model, the mean grey value face is computed and the
grey value variation is determined by principal component analysis. Finally, a predictor
matrix is estimated by varying single appearance parameters and averaging their effects
on the difference image. For details on Active Appearance Models see [2]. The data
flow when using the AAM is depicted in Fig. 3(b). After adaptation of the model to a
given face image, the resulting appearance parameters describe the shape and the grey
value distribution of the given face and are used as feature vector for classification.

5 Classification

We used a leave-n-out strategy to train and test the classifiers. The partitioning was
such, that every identity was in the test dataset exactly once. For gender, the test dataset
consisted of 2 identities (male and female), for age of one identity per age group and for
facial expressions of one person showing all facial expressions. For person identifica-
tion we used 3 images from each person for training, 2 for validation, and 2 for testing.
The results were averaged over the multiple training cycles performed for each recog-
nition task. We compared the following network types: Multi Layer Perceptron (MLP),
Radial Basis Function (RBF), Nearest Neighbor (NN), and Generalized Learning Vec-
tor Quantization (GLVQ). The number of inputs corresponds to the number of extracted
features, that is, ICA fit values or appearance parameters, respectively. The MLPs had
two trainable layers with 40 neurons in the hidden layer. The GLVQ network used 20
neurons per class. The centers of RBF networks were initialized by GLVQ training.
GLVQ and RBF networks operated on normalized, NN and MLP on unnormalized fea-
ture vectors.



(a) (b)

Fig. 3. (a) Landmarks used for the construction of the Active Appearance Model. (b) Usage of
the Active Appearance Model. The iterative search process begins with appearance parameter
vector0, that is, with mean shape and mean grey value distribution. The position is initialized by
the center of the eyes as with the ICA model. The input image is warped to the current shape to
produce the form normalizedoriginal image. On the other hand, the current grey value parameters
are used to produce the form normalizedsynthesized image. From the difference of these images,
a parameter change is estimated for each appearance parameter with the goal to minimize the
energy of the difference image. The search process converges, when this parameter change is0.

6 Results and Conclusions

Recognition rates are shown in Fig. 4. For gender and facial expressions, recognition
rates are promising. Here, the best results were obtained with AAMs and MLP classi-
fiers or ICA with Nearest Neighbor classifiers, respectively. For both feature extraction
methods (ICA and AAM), the results for age classification are only slightly better than
guessing (20% due to the used 5 classes). From the confusion matrixes it can be seen,
that it is possible to distinguish young and old people, Table 1. For person identifica-
tion it is often not feasable to have a fixed gallery represented by a neural classifier.
Alternatively, two models either ICA fit values or active appearance parameters can
be compared by the normalized dot product. Therefore, the false acceptance and false
rejection rates were recorded for different similarity thresholds, see Fig. 5. Both meth-
ods achieve approximately the same equal error rates. Although the best recognition
rates for gender and age estimation were obtained with AAMs, in the final system we
deploy ICA with Nearest Neighbor classifiers only. This is a trade-off between recog-
nition rates and processing time needed to adapt the AAM to the input image, which is
about 2800ms compared to about 20ms for the subspace projection with ICA. Since the
AAM proved its capability for various recognition tasks, our future work will focus on
optimizing the AMM for processing speed. In contrast to the ICA subspace projection,
which relies on acurately aligned frontal views, the AAM is also able to handle and
estimate head pose, provided this image variation is present in the training data.



Fig. 4. Recognition rates for gender, age, facial expressions and identity on validation data for
feature extraction with ICA or AAM, respectively. The best recognition rates w.r.t. gender, age
and facial expression were obtained with AAM and MLP or ICA and NN, respectively. The high
recognition rates for AAM with MLP classifiers suggest, that the AAM produces appearance
parameters which are in contrast to the ICA fit values well clustered according to the recognition
tasks. For person identification the ICA feature extraction performs significantly better than the
AAM. Here MLP and RBF networks fail, because of the large number of clusters. However, in
the final system, person identification is done by comparing two models and using a similarity
threshold for acceptance or rejection, see Fig. 5.

10 20 30 40 50
10 48 15 18 10 7
20 9 36 22 6 25
30 18 32 20 15 13
40 6 19 29 23 21
50 7 32 21 19 19

10 20 30 40 50
10 55 11 13 16 3
20 9 40 29 8 12
30 20 19 23 19 17
40 13 7 23 33 22
50 4 10 15 22 47

(a) (b)
Table 1. Confusion matrixes for age estimation. Horizontal: true class, vertical: estimated class
(a) ICA + NN (b) AAM + MLP. Each age intervall contained 98 images to be classified. It can be
seen, that both methods are roughly able to distinguish young from old people. Thus, when using
the system only two or three clusters should be used.



(a) (b)

Fig. 5.False acceptance (FAR) and false rejection rate (FRR) curves for person identification with
(a) ICA (b) AAM. The equal error rates are approximately the same with0.2 for ICA and0.19
for AAM, which suggests that both methods are equally well suited for person identification.
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