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Abstract— For socially interactive robots it is essential to be
able to estimate the interest of people to interact with them.
Based on this estimation the robot can adapt its dialog strategy
to the different people’s behaviors. Consequently, efficient
and robust techniques for people detection and tracking are
basic prerequisites when dealing with Human-Robot Interaction
(HRI) in real-world scenarios. In this paper, we introduce an
imposed approach for integration of several sensor modalities
and present a multimodal, probability-based people detection
and tracking system and its application using the different
sensory systems of our mobile interaction robot HOROS. For
each of these sensory cues, separate and specific Gaussian
distributed hypotheses are generated and further merged into
a robot-centered map by means of a flexible probabilistic
aggregation scheme based on Covariance Intersection (CI). The
main advantages of this approach are the simple extensibility
by integration of further sensory channels, even with different
update frequencies, and the usability in real-world HRI tasks.
Finally, promising experimental results achieved for people
tracking in a real-world environment, an university building,
are presented.

I. INTRODUCTION

Human robot interaction (HRI) in real-world environments
typically requires that a robot has to interact with people
moving around. Prerequisite is a stable people detection and
tracking. Depending on the specific robot application that
integrates a people detection, different approaches are possi-
ble. Typical approaches use visual cues for face detection, a
laser-range-finder for detection of moving objects, like legs,
or acoustical cues for voice detection.

Projects like EMBASSI [1], which aim to detect only the
users’ faces, usually in front of a stationary station like a
PC, typically use visual cues (skin-color-based approaches,
sometimes in combination with the detection of edge oriented
features). Therefore, these approaches cannot be applied for
a mobile robot which has to deal with moving people with
faces not always perceivable.

Other approaches, e.g. TOURBOT [2] or GRACE [3] which
try to perceive the whole person rather than only the face,
use laser-range-finders to detect people as moving objects.
Drawbacks of these approaches occur, for instance, in sit-
uations where a person stands next to wall and cannot be
distinguished from the background, in scenarios with objects
yielding leg-like scans, like table- or chair-legs, or if the
laser-range-finder does not cover the whole 360 degrees.

In [4] a skin-color-based approach for a mobile robot is
presented using an extension of particle filters to generate
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object configurations which represent more then one person
in the image [5]. An other skin-color-based approach was
presented in [6], where a multi-target-tracker was realized
by using multiple instances of a simple condensation tracker
[7]. The major problem of skin-color-based approaches is
that in a natural environment typically many skin-color-like
objects exist which are not humans.

For real-world scenarios, more promising approaches com-
bine more than one sensory channel, like visual cues and
the scan of the laser-range-finder. An example for these
approaches is the SIG robot [8], which combines visual
and auditory cues. People are detected by a face detection
system and tracked by using stereo vision and sound source
detection. This approach is especially useful for scenarios
realizing face-to-face interaction. Further examples are the
EXPO-ROBOTS [9], where people are detected as moving
objects by a laser-range-finder (resulting from differences
from a given static environment map) firstly. After that, these
hypotheses are verified by visual cues. Other projects like
BIRON [10] detect people by using the laser-range-finder for
detecting leg-profiles and combine these information with
visual and auditory cues. The essential drawback of most of
these approaches is the sequential integration of the sensory
cues. People are detected by laser information only and
are subsequently verified by visual or auditory cues. These
approaches typically fail, if the laser-range-finder yields no
information, for instance, in situations when only the face of
a person is perceivable because of leg occlusion.

Therefore, we propose here a multimodal approach, which
can be characterized by the fact, that all used sensory cues are
concurrently processed and integrated into a robot-centered
map using a probabilistic aggregation scheme. The overall
computational complexity of our approach scales very well
with the number of sensors and modalities. This makes it
easy to extent the tracker by further sensory channels, like
sound sources.

As sensory channels we use the different sensory modal-
ities of our experimental platform HOROS: the omnidirec-
tional and the frontal camera, the sonar sensors, and the
laser-range-finder (see section II). Using these modalities,
we generate specific, probability-based hypotheses about
detected people and combine these probability distributions
by Covariance Intersection in the aggregation scheme (see
section III). Experimental results will be shown in sec-
tion IV.

II. THE INTERACTION-ORIENTED ROBOT SYSTEM HOROS

For our experiments we use the mobile interaction robot
HOROS (HOme RObot System). HOROS’ hardware platform
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is an extended Pioneer robot from ActiveMedia. It integrates
an on-board PC (Pentium M, 1.6 GHz, 512MB) and is
equipped with a laser-range-finder (SICK) and sonar sen-
sors. For the purpose of HRI, this platform was mounted
with different interaction-oriented modalities (see Figure 1).
These include a tablet PC for touch-based interaction, speech
recognition and speech generation. The robot was further
extended by a robot face which integrates an omnidirectional
fisheye camera, two microphones, and two frontal cameras
for person detection and analysis of the user’s features.
Subsequently, the laser-range-finder, the sonar sensors, the
omnidirectional and the frontal camera are discussed in the
context of a robust multimodal people detection and tracking.
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Fig. 1. Sensory and motor modalities of the mobile interaction-oriented
robot HOROS (HOme RObot System). The laser-range-finder, the sonar
sensors, and all three cameras are used here for people detection and
tracking.

Laser-based information: The laser-range-finder is a very
precise sensor with a resolution of one degree, perceiving
the frontal 180 degree field of HOROS (see Figure 2 left, top
row). It is fixed on the robot approximately 30 cm above the
ground. Therefore it can only perceive the legs of people.

Based on the approach presented in [11], we also ana-
lyze the scan of the laser-range-finder for leg-pairs using
a heuristic method. The measurements are segmented into
local groups of similar distance values. Then each segment
is checked for different conditions like width, deviation and
others that are characteristic for legs. The distance between
segments classified as legs is pairwise computed to determine
whether this could be a human pair of legs. For each pair
found, the distance and direction to the robot is extracted.
This approach yields very good results for distances of
people which stand less than 3 meters away. In a greater
distance legs are relatively often missed due to the limited
resolution of the laser-range-finder (The gaps between single
rays become to large.). The strongest disadvantage of this
approach is its false-positive classification detecting table-
or chair-legs and also other narrow objects as legs. People

standing sideways to the robot or wearing long skirts do not
yield appropriate values of the laser-range sensor to detect
their legs resulting in a relatively high false-negative rate.
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Fig. 2. Exemplary sensory inputs from the laser-range-finder and the sonar
depicted in the top row and from the fisheye camera and the frontal camera
depicted in the lower row for a typical situation, where two people standing
in front of the robot. In the pictures of the laser and the sonar scan, the
robot is located at the 0,0 coordinate straightened ahead. Together with the
exemplary inputs the principle range of each sensory cue to detect people
is depicted. As can be seen, each sensor covers a specific area around the
robot. Consequently best tracking results are to be expected if all sensory
cues are used concurrently.

Sonar-based information: Furthermore, HOROS has 16
sonar sensors arranged at the Pioneer platform approximately
20 cm above the ground. The disadvantage of these sonar
sensors is their high inaccuracy. The measurement depends
not only on the distance to an object, but also on the object’s
material, the direction of the reflecting surface, crosstalk
effects when using several sonar sensors, and the absorption
of the broadcasted sound. Because of these drawbacks, only
distances of less than 2 meters can be considered for people
detection. Different to the laser scan it is not possible to
detect leg-pairs using sonar sensors. Therefore, each mea-
surement of less than 2 meters will be used as a hypothesis
for a person (see Figure 2 right, top row). If the robot is
localized in its operational area, these hypotheses could be
further refined by comparing the position of each hypothesis
with a given local map of the environment. If the hypothesis
would correspond to a static obstacle in the map, it could
be neglected. The disadvantage of this refinement strategy
is, that people standing near by an obstacle often are not
considered as valid person hypotheses. Nevertheless, sonar
sensors are indispensable for the observation area behind the
robot, because no other distance measurement sensors are
available there.

Fisheye camera: As third sensory cue we use an omni-
directional camera with a fisheye lens yielding a 360 degree
view around the robot. An example of an image resulting
from this camera is depicted in Figure 2, left bottom.

To detect people in the omnidirectional image, a skin-
color-based multi-target-tracker [6] is used. This tracking
system is based on the condensation algorithm [7]. It has
been extended to allow the visual tracking of multiple
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objects at the same time. This way, particle clouds used
to estimate the probability of people in the omnidirectional
image can concentrate on several skin-colored objects. A
typical problem of this simple feature extraction for obser-
vation is to possibly track a large spectrum of skin-colored
but non-human objects, like wooden shelves. We used this
straightforward approach for visual people detection because
it is much faster than subsampling the whole image trying
to find regions of interest and because it is resistant to minor
interferences due to the used skin-color-model [6].

A people detection using omnidirectional camera images
only yields hypotheses about the direction of a person but not
about his/her distance. Therefore by the usage of hypotheses
from the camera together with the hypotheses from the laser-
range-finder and the sonar sensors the missing distance infor-
mation from the camera can be compensated. Nevertheless,
in Section III-C we discuss alternative approaches for the
combination of visual and distance information.

Frontal camera: As fourth sensory cue, a frontal camera
yielding an approximately 90 degree frontal view is utilized
(see Figure 2, bottom right). To detect people in the image of
the frontal camera, we use the face detection algorithm from
VIOLA and JONES [12] to find frontal view faces. Using
only the image from the frontal camera would result in the
detection of only few people in front of the robot. Similar to
the omnidirectional camera, information about the distance
of people is not available directly. In Section III-C, we also
discuss methods to integrate the information from the frontal
camera with distance information from laser and sonars.

Subsequently, the general idea of the developed architec-
ture for the aggregation of the several sensory systems is
presented.

III. GENERATION AND TRACKING OF OBJECT

HYPOTHESES

A. Generation of sensor-specific position hypotheses

For the purpose of tracking, the sensor-specific infor-
mation about detected humans is converted into Gaussian
distributions φ(μ,C). The mean μ equals the position of
the detection in robot-centric Cartesian coordinates, and the
covariance matrix C represents the uncertainty about this po-
sition. The form of the covariance matrix is sensor-dependent
due to the different sensor characteristics described in sec-
tion II. Furthermore, the sensors have different error rates
of misdetections that have to be taken into account. This is
realized by means of different sensor specific weights during
aggregation. All computation is done in the robot-centric x, y

space, which makes the motion update easier. Examples for
the resulting distributions are shown in Fig. 3.

Laser-based information: The laser-range-finder yields
very precise data, hence the corresponding variances are
small and the distribution is narrow (see Figure 3, top).
The mean value of the Gaussian depends on the distance
of the detected leg-pair and both variances are fixed with
approximately 0.4 meters. Despite the insufficiencies of this
sensor like the limited perception space (see section II),
the probability of a misdetection is the lowest of the used

sensors, and so the used weight to represent the certainty of
a sensor hypotheses is the highest.

Sonar information: Information from the sonar tends
to be very noisy, imprecise and unreliable. Therefore, the
variances are large and the impact on the certainty of a
hypothesis is lower. Nevertheless, the sonar is indispensable
to support people tracking behind the robot. With that, we
are at least able to form an estimate of the distance for a
vision-based hypothesis.
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Fig. 3. Exemplary hypotheses, representing the situation depicted in the
images of Figure 2, where two people are standing in front of the robot. In
each picture the robot is located at the 0,0 coordinate straightened ahead. The
top row shows the hypotheses generated from the laser and the sonars. There
can be seen one hypothesis for each person and additionally a hypothesis
generated by the pillar. The bottom row shows the generated hypotheses
using the camera systems. Using the omnidirectional camera (left) two
hypotheses can be obtained, which contain no direct distance information.
Because of the limited perception range of the frontal camera (right), only
one hypothesis can ge generated.

Fisheye and frontal camera: In contrast to distance
measuring sensors, the cameras can only provide exact
information about the angle of a detection, but not about
the distance of a person (see section II).

For both cameras, the means of the Gaussians in angular
direction are determined directly by the sensor detections.
Furthermore, the Gaussians have fixed values in the distance
direction, with 1.5 meters for the fisheye camera and 2 meters
for the frontal camera (the frontal camera can perceive people
in greater distances).

For the variance of the distance, a large value of 1 meter
was selected for the Gaussians of both cameras. The variance
in angular direction was also chosen as fixed for the frontal
camera with a value of 0.6 meters. For the fisheye camera,
this variance is directly determined by the angular variance
of the particle distribution generated by the skin-color based
multi-person-tracker yielding the visual detection hypotheses
(see Section II).

The modelling and integration of additional sensory cues,
like human voice localization or other features from the
camera image (like movement), can be done in a similar
way as described here.
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B. Multi-hypotheses aggregation and tracking

Tracking based on probabilistic methods attempts to im-
prove the estimate xt of the position of the people at
time t. These estimates xt are part of a local map or
model M that contains all hypotheses around the robot.
This map is used to aggregate the several sensor hypotheses
as described in section III-A. Therefore, the movements of
the robot {u1, ..., ut} and the observations about humans
{z1, ..., zt} have to be taken into account. In other words,
the posterior p(xt|u1, z1, ..., ut, zt) is estimated. The whole
process is assumed to be Markovian. So, the probability can
be computed from the previous state probability p(xt−1), the
last executed movement ut and the current observation zt.
The posterior is simplified to p(xt|ut, zt). After applying the
Bayes rule, we get

p(xt|ut, zt) ∝ p(zt|xt)p(xt|ut) (1)

where p(xt|ut) can be updated from p(xt−1|ut−1, zt−1)
using the motion model of the robot and the assumptions
about the typical movements of people (see Figure 4).

In the map or model, a set of weighted Gaussians M =
{μi, Ci, wi|i ∈ [1, n]} is used to represent the positions of
people, where each Gaussian i is the estimation for one
person. φi(μi, Ci) is a Gaussian centered at μi with the
covariance matrix Ci. The weight wi (0 < wi ≤ 1) contains
information about the probability to represent a person by
the corresponding Gaussian.

Next, the current sensor specific hypotheses zt have to be
integrated, after they have been preprocessed as described in
section III-A. If M does not contain any element at time t,
all generated hypotheses from zt are copied to M . Otherwise
data association has to be done to determine which elements
from zt and M refer to the same hypothesis. For that purpose,
different distance measures between the respective Gaussians
φi ∈ zt and φj ∈ M were investigated as association
criterion. In a series of experimental investigations it turned
out, that the simple Euclidian distance de leads to the best
tracking results.

The determined distance is compared to a threshold. As
long as there are distances lower than the threshold, the sen-
sor hypothesis i and the map hypothesis j are merged. This
is done by means of the Covariance Intersection rule [13].

By applying this rule, the resulting determinant is mini-
mized by preferring the sharper distribution in the intersec-
tion process. With that, a very unreliable sensor input will
have only minimal influence on the resulting hypothesis.

Sensor readings that do not match with any hypothesis of
M are introduced as new hypothesis into M . The weight
wi is representing the certainty of the corresponding map
hypothesis. The more sensors support this hypothesis, the
higher this weight should be. If the weight passes a threshold
ρ, the corresponding hypothesis is considered to be a person.

In the case of no corresponding sensor hypothesis, the
weight of the map hypothesis is decreased (see Equation 2).
There Δt is the duration since the last sensor update took
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(see Section III-A)
of the different sensory cues are combined in a local map Mt that contains
a time varying number n(t) of estimates xt,j around the robot using the
Covariance Intersection rule [13]. The grey depicted elements are the exten-
sions to the original tracking system. By using these extensions, information
from both camera systems is combined with distance information from the
laser and the sonar system.

place. d defines the time that has to pass to consider a person
as lost in the map while no sensor has made a new detection
that can be associated with this hypothesis.

wi(t + 1) = wi(t) − Δt · d (2)

The weight is increased with each observation of any
sensor using a specific value cs while fs is the sensors
observation frequency.

wi(t + 1) = wi(t) +
cs

fs

(3)

By means of choosing each cs less than d we can reach
that a hypothesis must be supported by at least two sensors
so that false positives will be reduced.

C. Extensions to distinguish different people

Using the discussed sensory cues purely results in a
problem when merging map hypotheses with small variances
with a hypothesis from the vision system, which has a large
variance in distance direction (see Figure 5 left). In the
consequence, the mean values of the Gaussian with the small
variances are shifted to the fixed mean value of the Gaussian
of the visual cue. Second, by merging the covariances of
the map hypothesis with the hypothesis from the vision
system, specific distance information represented in the small
variances of the map hypothesis get also lost (see Figure 5
right). In the result, after a few observations people in the
same direction at different distances can not be distinguished
any longer.

There are different ways to handle these problems. First,
if a sensor hypothesis will matches more than one map
hypothesis, it is merged to the closest one only. Another
way is the combination of the distance independent visual
hypotheses with distance dependent information from the
laser and sonar system before the observations are merged
in the map model (see the grey depicted extensions in the
middle of Figure 4). This integration of distance information
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into visual data can be achieved by implicit assumptions
about the distance of a person using the camera images.
Assuming a mean body height, it would be possible to
give a rough estimate about the distance of a person to
the robot. Due to the known position of the camera, it is
possible to distinguish at least a few rough distance classes
based on the vertical position of the skin-color region in the
omnidirectional camera image. Using the frontal camera and
face detection, the size of the face in the image is reciprocally
proportional to the distance. In the consequence, the means
and the variances for the Gaussian distributions could be
approximated either by explicit distance information or by
implicit assumptions about mean people’s height and mean
face sizes.

In our current work, we have investigated all discussed
extensions. The obtained results showed, that the accuracy of
the tracker could be improved using each discussed approach.
However, to demonstrate the pure functionality of our tracker,
in Section IV we present the results obtained from the version
without using any extension.
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resulting
hypotheses

time t time t+1

camera
hypothesis

Fig. 5. Merging a hypothesis with small variances with a hypothesis
obtained from the vision system (left) results in a hypothesis with wrong
distance information (right).

IV. EXPERIMENT, INVESTIGATION AND DISCUSSION

The presented system is in practical use on our robot
HOROS in a real-world environment, a university building.
The fact of a changing illumination in different rooms and
hallways and numerous distractions in form of chairs and
tables is quite challenging.

To evaluate our multimodal multi-person tracker we ob-
tained data from an experimental setup, where the robot
was standing in a foyer and people moved around it. The
environment contained several distracting objects, like a
pillar and some skin-colored objects. As depicted in the
aggregation example in Figure 6, no sensor modality alone
was able to detect all the people and their position correctly.
Only aggregation over several sensor modalities and temporal
integration led to the proper result.

The whole experimental setup was monitored by a further
top-down camera mounted above the robot. Because the
robot did not move in this experimental setup, we were able
to get a reference of the positions of the robot and the people
moving around it for about fifteen minutes (see Figure 6
top). To get our ground truth, each person recorded had to

wear a red colored hat, which could be tracked easily in
the top down images. Because of the distortion in the top-
down camera and the perspective projection, varying heights
of the persons and other sources of noise the accuracy of our
baseline was limited to about 20 cm.

fisheye camera frontal camera laser

robot

sonar

pillar

two people in front
of the robot

resulting hypotheses

top down view of the
scenario with:

Fig. 6. Aggregation example. The upper picture shows the real scene
from a bird’s eye view. Two people are standing in front of the robot. The
four figures in the middle row show the current hypotheses generated by
fisheye camera, frontal camera, laser-range-finder, and sonars. No sensor on
its own can represent the situation correctly. The final picture on the bottom
displays the aggregated result from the sensors and the previous timestep.
This is a correct and sharpened representation of the current situation.

To compare the quality of the tracker, first the detection
rate has been evaluated by searching for a tracker hypothesis
for each known person position in a top-down image. Taking
into account the noise in the baseline a person is counted as
a detection if the distance between tracker hypothesis and
top-down position is below 50 cm. To get an impression up
to what range the tracker is able to find people, the detection
rate has been evaluated for different distances of people to
the robot.

0 1 2 3 4
0

0.2

0.4

0.6

0.8

1

dist [meter]

T
ru

e 
po

si
tiv

e 
ra

te

Fig. 7. This picture shows the detection rates obtained from the multimodal
multi-person tracker for different distances to the robot. Above 2 m the
benefit of using multiple sensors (solid line) over a laser only tracker (dotted
line) becomes clearly visible.

Fig. 7 shows this result: Up to a distance of 2.5 m
nearly 80% of the persons in the top-down image have been
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detected, taking into account that the maximum range of the
used sensors to detect people is 3 m.

The rate of false-positive detections is higher, about every
forth hypothesis was a misdetection. This is due to the simple
cues integrated into the system. But for the intended task of
HOROS, the tracking results only have any relevance if they
are stable for several seconds, what false positives can not
achieve.

In a further experiment, the average position error of the
trajectories was evaluated. Some exemplary plots of esti-
mated trajectories with a length above a minimum threshold
and the respective top-down trajectories are shown in Fig.
8. The error of position for these examples is below 0.5 m,
which is sufficient for the intended purpose of classification
the movement trajectories with respect to the person’s inter-
est to interact with the robot.

In all our experiments, the sonar and the laser sensor
worked at 10 Hz. The omnidirectional and the frontal camera
produced hypotheses with an update rate of about 7 Hz.
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Fig. 8. These pictures show an exemplary comparison of the tracker results
(solid line) to the baseline from top-down view (dashed line). The robot was
standing in the middle, facing upwards.

V. SUMMARY AND OUTLOOK

We presented a flexible, multimodal, probability-based
approach for detecting and tracking people. It is implemented
on our mobile interaction-oriented robot HOROS and is
working in real-time. Because of the sensor fusion and the
probabilistic aggregation, its results are significantly im-
proved compared to a single sensor tracking system. Further,
we presented different possible extensions to combine visual
and distance information, where each approach will further
improve the tracker results.

In our future work, we will extend the system with
additional cues to further increase robustness and reliability
for real-world environments (especially in areas, where the
current sensory cues are insufficient). Next, we are working
on the integration of an voice-based speaker localization
[14], a head-shoulder tracker and also on the integration
of a detector for side view faces using the face detection
algorithm from VIOLA and JONES [12]. A further aspect
addresses the evaluation of tracker results using a moving

robot, where we bared on preliminary investigations expect
similar results as we obtained already.

Further, based on the generated movement trajectories,
we are estimating the interest of people to interact with
the robot. Thereby, different movement trajectories typically
represent different kinds of interest to interact with the
robot, and thus require specific robot behaviors. For this
classification, we utilize different methods to represent and
classify the obtained movement trajectories, especially Time
Delay Neural Networks and Hidden-Markov Models.
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