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ABSTRACT
In this paper we report results from a web- and video-based
study on the perception of a request for help from a ro-
bot head. Colored lights, eye-expressions and politeness
of speech were varied. We measured effects on expression
identification, hedonic user experience, perceived politeness,
and help intention. Additionally, sociodemographic data,
a ’face blindness’ questionnaire, and negative attitudes to-
wards robots were collected to control for possible influences
on the dependent variables. A total of n=139 participants
were included in the analysis. Significant differences were
found for the identification performance for our intended
eye-expressions, for perceived politeness, help intentions
and hedonic user experience. Especially for the negative at-
titudes towards robots, we found significant relationships
with perceived politeness and help intentions.

CCS CONCEPTS
• Human-centered computing → User studies; Empiri-
cal studies in HCI ; • Computer systems organization →
External interfaces for robotics; • Computing method-
ologies → Perception.
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1 INTRODUCTION
Robots are generally expected to act autonomously. Their
role is typically thought of as a supporting one [5]. The in-
creasing introduction of robots into more and more areas
of human life, however, requires an increased adaptability
to dynamic environments [38]. But equipping robots for all
challenges posed by their possible environments is a serious
challenge [32]. Problems can e.g. arise from handling envi-
ronmental factors the robot was not originally built to han-
dle. An example for such a problem is the use of doors [40].
Technologically closing capability gaps can often be com-
plex and time-consuming. Considering human assistance
is an approach to compensate for this [33], which can sig-
nificantly improve system performance [32]. While asking
for help is not always successful [33], at least some factors
possibly influencing the success of robotic help requests are
known [8, 9, 38]. Furthermore, knowledge of human-human-
interaction can also be drawn upon [31, 41]. Knowledge re-
garding interaction effects of the influencing factors is much
more rare. Physical form, the robot’s voice, speech content,
mimics, lights and movement can all affect the outcome by
themselves, but so can their interactions. In addition, exist-
ing robot heads vary greatly in their physical appearance
(see e.g. [27] for a compilation) and consequently in their
abilities to display information. Therefore, designers face
several problems, when designing a robotic request for help.
First, the knowledge of isolated factors influencing the suc-
cess of robotic help requests is sparse. Second, there is lack
of knowledge on how these factors interact with each other.
And third, they cannot be sure how this translates to their
possibly unique robot features.

Especially in context of professional applications, the driv-
ing forces for the deployment of robots are mostly of eco-
nomic nature. But also human needs in regards to working
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conditions, or generally in regards to well-being, have to be
considered. The first concern with robots is often physical
safety. But the aspect of harmlessness of work also includes
a psychological dimension (see e.g. [19]). In this regard, it is
neither desirable to have humans being treated disrespect-
fully by robots, nor having them perform only the remaining
tasks, which were either too hard to automate or not au-
tomatable at all. Thus, when designing interactive robots,
the goal should not only be an efficient and safe, but also a
pleasant and socially appropriate interaction.

Being faced with all of these requirements on robot inter-
action design, we decided to perform a web- and video-based
study to both add to existing knowledge but also to explore
and validate variants to be used with a specific robot used
in an ongoing research project. More specifically, we de-
cided to vary the eye-expression, lighting and politeness of
speech. We then measured the identification performance
regarding our intended expressions, the perceived politeness,
the hedonic user experience (UX), and the help intention of
the participants. Sociodemographic data, attitude towards
robots and the general ability to recognize human faces were
additionally measured as control variables. The rest of the
paper is organized as follows: We provide an overview of
related work, describe the method of the study, report and
then discuss the results, and conclude with a summary.

2 RELATED WORK
The literature provides results on the user reception of robot
head design features mostly for isolated criteria. First among
them is the correct identification of designer-intended mean-
ing. There are also some hints at interaction effects.

Additionally, there are many reports on theory-guided
design of specific robot heads alone, e.g. Asheber et al. [1].
They can provide insights into the design space for robot
heads, but do not directly provide results in terms of user
studies. Some studies also include the robot’s body into the
evaluation, with benefits for evaluating the perception of
the whole robot, but making it generally more difficult to
isolate the causes for different effects. Tsiourti et al. [39]
report results from a study comparing two full body robots,
while trying to provide also the singled-out effects caused
by face, head, body, voice and locomotion.

Bennet and S̆abanoviḉ [4] report results from a study on
minimalist robot facial features for emotion expression. They
use the upper and lower outline of the eyes as well as those of
the mouth and achieved high accuracy in expression identifi-
cation. Eyes can be a subtle cue for observation and increase
cooperative behavior [16]. They can transport emotions in
human-robot interaction [6] and should therefore be present

when social interaction is a core part of a robot. Since our de-
sign includes only the eyes, albeit in a more detailed style, ex-
pression identification performance will have to be checked
again. The design of the eye part of the robot’s head orients
itself on ’in the wild’-examples. A more comic-like style was
chosen due to results regarding the uncanny valley, that is
the lowering of trust and likeability if a robot gets more
human-like, but not enough so. Following the general under-
standing of the uncanny valley phenomenon, Mathur and
Reichling [27] reported that staying on the mechanic-looks
side of the mechano-humanness score range also yields high
values for trust and likeability as well as low response times.
The range of mechanic and human looking robot heads is
depicted in figure 2, which was adapted from Mathur and
Reichling [27]). Their findings are consistent with design
guidelines for social robots by Duffy [13] and the sugges-
tions of DiSalvo et al. [12], who evaluated the perceived
humanness of robot heads. They provide design suggestions
for humanoid robot heads, which integrate human and robot
features to underline the robotic nature of a robot’s head.
Taking into account all of the above aspects, considering
also the trade-off between economic and performance-wise
aspects, the robot’s head we used (see figure 1) was decided
to be aimed at the area of machine-likeness highlighted in
figure 2.

A sad or fearful look was chosen for situations in which the
robot needs help. As Marsh, Ambady, and Kleck [26] found,
this facilitates approach behaviours in perceivers, which is
the exact thing the robotic system aims for in this situation.
Lee, S̆abanoviḉ, and Stolterman [23] performed a qualitative
study on social robot design. Their participants reported that
eyes should not be too far apart and also not be too detailed.
Also overly large eyes were reported to be intimidating and
to be inducing a feeling of surveillance. A study regarding
the perceived child-likeness, masculinity, and femininity of
a robot head is reported by Lütkebohle et al. [25]. Those
attributes are reported to relate to perceived warmth and
fitness for specific tasks. Lindberg et al. [24] developed eyes
where the pupils can be dilated and contracted. Different light
colors of the eyes were used to further clarify the intended
meaning. They report how well participants of a study were
able to guess the intended meaning and how distinctive they
found the different expressions.

Song and Yamada [36] studied colored lights, vibrations,
and sounds on a real, but simplistic robot. This served to
explore the effects in general, but also to verify the intended
effects of their design decisions. As Baraka and Veloso [2]
summarize, lights are seldom coupled with the state of a
robot, although they are sometimes used to underline emo-
tion. In a series of studies, they consequently showed how
lighting patterns can be used to clarify a robot’s state.
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Figure 1: From top to bottom: Sad, neutral, and concentrated
eye expression of the robot asking for help in our study.

The use of polite language by robots is motivated by gen-
eral knowledge on human use of polite language. An influ-
ential theory in this area is Brown and Levinson’s Politeness
Theory [7]. Srinivasan et al. [38] could show, that polite
language can increase a robot’s success rate when asking
for help. Positive effects of politeness strategies are also re-
ported by Hammer et al. [20] for a robotic elderly assistant.
Cameron et al. [9] add to this that stating limitations as the
cause for a help request can increase a robot’s success rate
for help requests.

While all this prior work yields results for the effects of iso-
lated criteria, there is a lack of work combining these results.
In our work, the aim therefore was to study the combined
effects of polite language, lighting and eye-expressions to
gain further insights into how these variables can support
or counter each others’ effects.

Figure 2: Robotic heads ordered from machine-like to
human-like as compiled by Mathur and Reichling [27], and
the target area of our design.

3 METHOD
A web-based questionnaire was used to compare variations
of eye-expressions, colored lighting patterns and politeness
of speech for the situation of being asked for help by a ro-
bot. Participants accessed the questionnaire online through
devices of their own choice. As Dautenhahn et al. [11] could
show, video-based evaluation of robots is feasible, as long as
no physical interaction is involved. For statistical analysis, a
mixed design MANOVA was planned, with non-parametric
tests as a fallback option, should assumptions be violated.

Materials
This section provides information on the robot head as seen
in the videos, on the actual contents of the videos and on
the measures used to asses the effects of the variation of the
independent variables.

Robot Head. The robot head used in our study was designed
as a communication interface for a social robot. It is meant
to provide a visual anchor to be used when interacting with
the robot, to express internal states and to signal who is
being addressed by eye-contact. The need to integrate a rela-
tively large Kinect 2 sensor, consisting of cameras, infrared
boosters, and a microphone array, constrained the design
space regarding the minimum size. The maximum weight is
constrained by the pan-tilt unit used. Since mechanical parts
reduce the adaptability regarding future design choices and
changes, the eyes were chosen to be represented by two dis-
plays. Figure 3 shows the head and it’s components. The case
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Figure 3: The robot’s head with its components.

openings allow for the Kinect’s built-in fan to provide ventila-
tion. The sides of the head are equipped with two LED-arrays.
Another single line of LEDs between the Kinect’s cameras
and microphones serves as the robot’s mouth.

In terms of display content, the eyes are rendered using
the OGRE 3D engine. They internally consist of an eyeball
and a plane, which provides skin, eyelid, and eyebrow func-
tionality. Different eye-expressions can be animated and also
combined by using these objects. In a first step, the states an-
gry, happy, sad, concentrated and neutral were implemented,
of whom the latter three are used in this study. Additionally,
eye blinking animations are possible, but were not used in
this study.

Independent Variables - Video Contents. Participants were
shown video-snippets of the robot asking for help. Each snip-
pet was between ten and fifteen seconds long, depending
on the politeness variant. A total of three variations for the
eye-expressions were presented: A neutral, a sad and a con-
centrated expression. Politeness was varied between the two
levels of direct and polite language, following the definitions
from Brown and Levinson’s Politeness Theory [7]. The direct
variant was phrased for example as ’Please help me with ...’. In
the polite variant, indirect speech was used to lessen the im-
plied coercion resulting in the phrase ’It would be very nice,
if you could help me with ...’. Since the perception of blinking
lights is mainly studied in context of alarms and warnings,
see e.g. Crawford [10], we decided to vary multiple blink-
frequencies for exploratory analysis. Overall, LED-lighting
was varied between two levels of color and three levels of
blink-frequency against a control condition with all lights
switched off. The colors shown were blue and green and each
of them was presented at blink frequencies of 0 Hz, 0.5 Hz
and 1 Hz. LED-lighting was designed as a between-groups
measurement while eye-expression and politeness of speech
were measured within-subjects. The resolution was 720p to
also allow for participation over low-bandwidth connections.
After each video-snippet, participants rated the situation
they experienced with several questionnaire items. Figure 1
shows frames from the presented videos with the different
eye-expressions and blue LED-lights.

Dependent Variables - Measurement. As in other work on
robot design, one of the main criteria is the identification
performance regarding the intended meaning. The other
criteria focus on the pleasantness of the interaction, the per-
ceived politeness, and on the resulting help intention. The
questionnaire was based mostly on existing instruments. The
first two questions asked the participants to answer, which
facial expression they thought the robot showed. Nine alter-
natives were provided, of which eight were taken from the
Facial Expression Identification instrument [4, 37]. The ninth
alternative was added to include the concentrated expression
as well. In addition, the participants could optionally mark
one ore more further expressions they also thought could be
fitting. Measuring facial expression recognition was deliber-
ately chosen over emotion recognition, as facial expressions
can also be fabricated to convey more universal non-verbal
state information instead of just expressing emotional states
[15]. The second part of the questionnaire consisted of the
four items of the hedonic subscale of the short version of
the User Experience Questionnaire (S-UEQ) by Schrepp et al.
[35]. The items for the pragmatic subscale are not of primary
relevance, since there is no real interaction between robot
and human. To shorten the overall questionnaire length, they
were thus left out. The third part of the questionnaire con-
tained two items on the perceived politeness and rudeness
of the robot’s request after Salem et al. [34] and one item on
how much time the participant would be willing to invest in
this situation to help the robot after Pavey et al. [30].

Attitude towards robots and general functioning of facial
expression identification were measured as well, to control
for possible confounding effects. The Negative Attitudes
towards Robots Scale (NARS) by Nomura et al. [29] was used
to measure attitudes towards robots. A questionnaire on
Prosopagnosia (’face blindness’) by Kennerknecht et al. [22],
and pictures of human facial expressions from the Cohn-
Kanade dataset [21] in combination with the FEI-instrument
[4, 37] (see above), were used to assess the participant’s
functionality of facial expression identification.

Hypotheses
We formulated the following hypotheses:

H1 The designed eye-expressions increase the identifica-
tion of their intended meaning of ’sad’, ’neutral’ and
’concentrated’.

H2 The sad eye-expression increases help intention the
most.

H3 Polite language increases the perceived politeness.
H4 Polite language increases the hedonic user experience.
H5 Polite language increases the help intention.
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No hypotheses were formulated for the variation of LED-
lighting, which was aimed to be subject to exploratory anal-
ysis.

Experiment Execution
The experiment was run over a period of four weeks. Typical
experimental runs took about 20 minutes to complete. A
target sample size of 139 was estimated for a within-between
mixed design MANOVA using G*Power [17]. To correct for
exclusions, a total of 157 participants had to be recruited
to reach the planned 139 valid cases. The recruitment was
mainly based on promotional platforms for web-based sur-
veys (e.g. surveycircle1) and supplemented with recruitment
from web-forums. No rewards were paid apart from those
offered by the promotional platforms, typically a score to
place own studies. All participants had the possibility to ac-
cess these promotional rewards after finishing the survey.
Participants were assigned to between-subjects levels ran-
domly, but in a balanced manner, resulting in group sizes of
20 and one group (1 Hz green) of 19 participants. Exclusion
was based on control items asking about the sincerity of
answers and for one participant on being too young.

4 RESULTS
Of the recruited participants, 82 were female and 57 male
(59% female). In each group, the share of females was between
50% to 70%. The age was distributed between 18 and 69 (M =
27.48, SD = 6.92). The age was evenly distributed, with some
deviations due to the small share of older participants (M =
25.45 − 30.00, SD = 2.783 − 9.975). 98 participants reported
being students and 30 being employees. 94 participants fur-
thermore reported having a university or polytechnic degree
and additional 36 reported having a high school degree. Non-
parametric tests had to be used, because of the violation of
several assumptions for parametric tests. The influence of
the between-groups LED-lighting variation was analyzed
with Kruskal-Wallis-Tests and post-hoc Mann-Whitney-U
tests with Bonferroni-correction. The within-group variables
eye-expression and politeness of speech were analyzed with
Friedman’s ANOVAs with post-hoc Wilcoxon signed-rank
tests with Bonferroni-correction. Since chi square statistics
with more than one degree of freedom are difficult to convert
to an effect size [18, p. 555,565] and we are only really inter-
ested in focused comparisons, effect sizes are only reported
for significant post-hoc tests. Also due to falling back to non-
parametric tests, relations between the dependent variables
All analyses were computed with IBM SPSS Statistics version
25.

1www.surveycircle.com

LED-lighting
A Kruskal-Wallis test with the independent variable LED-
lighting regarding eye-expression and politeness of speech
separately yielded significant results for help intention with
neutral eye-expression H (6) = 12.852, p = 0.045, concen-
trated eye-expression H (6) = 15.891, p = 0.014, and direct
language H (6) = 12.770, p = 0.047. For hedonic UX there
was a significant effect with polite language H (6) = 13.539,
p = 0.035. Post-hoc Mann-Whitney-U tests with LEDs off
as a control group and with corrected significance level
of α = 0.0083̄ were non-significant, however. A Kruskal-
Wallis test with the independent variable LED-lighting re-
garding the combination of eye-expression and politeness of
speech yielded significant results for the expression identifi-
cation with concentrated eye-expression and polite language
H (6) = 15.006, p = 0.02, for hedonic UX with concentrated
eye-expression and polite language H (6) = 15.631, p = 0.016
and with sad eye-expression and polite language H (6) =
12.795, p = 0.046, and for help intention with concentrated
eye-expression and direct language H (6) = 15.604, p = 0.016.
Focused post-hoc Mann-Whitney-U tests with LEDs off as a
control group and corrected significance level of α = 0.0083̄
were only significant for expression identification with con-
centrated eye-expression and polite language between the
’0.5 Hz blue’ pattern and ’LEDs off’ U = 130, p = 0.004,
r = −0.4545. With ’LEDs off’ (M = 0.35, SD = 0.489), expres-
sion identification is higher compared to the ’0.5 Hz blue’
pattern (M = 0, SD = 0).

Eye-Expression
Friedman’s ANOVAs for the three different eye-expressions
yielded significant results for hedonic user experience χ 2(2) =
10.369, p = 0.006, perceived politeness χ 2(2) = 42.792,
p < 0.001, facial expression identification χ 2(2) = 59.542,
p < 0.001 and help intention χ 2(2) = 53.043, p < 0.001. Post-
hoc Wilcoxon signed-rank tests used a corrected significance
level of α = 0.016̄.

The expression identification showed significant differ-
ences between sad and neutral, and between concentrated
and neutral. All means and standard deviations are depicted
in figure 4, test statistics for all significant post-hoc tests are
shown in table 1.

For hedonic user experience, a significant difference was
found between the sad and neutral expressions. Significant
differences for perceived politeness were found between the
sad and neutral, as well as between concentrated and sad
expressions. The expression identification showed signifi-
cant differences between the sad and neutral, and between
the concentrated and neutral expressions. For help intention
there were differences between all levels of eye-expressions.
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Figure 4: Means and standard errors for the effect of eye-
expression on expression identification, measured as the the
share of interpretations consistent with our intended ex-
pression.

Table 1: Significant post-hoc Wilcoxon signed-rank tests for
pair-wise comparisons of the eye-expressions. S = sad, N =
neutral, C = concentrated.

Dependent
Variable Comparison T p r

Help Intention
S-N 771 < 0.001 -0.319
S-C 686 < 0.001 -0.397
N-C 1270 0.005 -0.167

Hedonic UX S-N 1930.5 < 0.001 -0.222
Perceived S-N 623.5 < 0.001 -0.29
Politeness S-C 514.5 < 0.001 -0.337
Expression S-N 867 < 0.001 -0.331
Identification N-C 318.5 < 0.001 -0.417

Means and standard errors for help intention, perceived po-
liteness and hedonic UX are depicted in figure 5.

Politeness of Speech
The effects of politeness of speech on the dependent variables
were analyzed with Friedman’s ANOVAs. For the indepen-
dent variable politeness of speech, a significant effect for
perceived politeness was found χ 2(1) = 84.746, p < 0.001,
ϕ = 0.522. Polite language (M = 4.391, SD = 0.588) resulted
in a higher politeness perception than the direct language
(M = 3.547, SD = 0.886). Politeness of speech also had a
significant effect on help intention χ 2(1) = 55.23, p < 0.001,
ϕ = 0.446. Polite language (M = 4.916, SD = 1.302) resulted
in a higher help intention than direct language (M = 4.189,
SD = 1.396). Finally, there was a significant effect on the
hedonic user experience χ 2(1) = 11.172, p < 0.001, ϕ = 0.2,
where polite language (M = 3.75, SD = 1.299) resulted in
a higher result on the hedonic subscale of the S-UEQ than

Figure 5: Means and standard errors for the effect of eye-
expression on help intention, perceived politeness and the
hedonic subscale of the S-UEQ. Perceived Politeness was up-
scaled from a five-point scale.

direct language (M = 3.501, SD = 1.342). All means and
standard errors for the independent variable politeness of
speech and the dependent variables perceived politeness,
help intention, and hedonic UX are shown in figure 6.

Figure 6: Means and standard errors for the effect of polite
language on help intention, perceived politeness and the he-
donic subscale of the S-UEQ. Perceived Politeness was up-
scaled from a five-point scale.

Eye-Expression and Speech
For the combined effect of eye-expressions and politeness of
speech, another set of Friedman’s ANOVAs was performed.
Significant effects were found for help intention χ 2(5) =
172.195, p < 0.001, hedonic user experience χ 2(5) = 38.678,
p < 0.001, perceived politeness χ 2(5) = 248.539, p < 0.001
and expression identification χ 2(5) = 86.721, p < 0.001. Post-
hoc Wilcoxon signed-rank tests used a corrected significance
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level of α = 0.003̄. The means and standard errors for help
intention, perceived politeness and hedonic UX are shown in
figure 7 and for expression identification in figure 8. For the
sake of readability, the results from the significant post-hoc
tests and corresponding effect sizes are depicted in the tables
2 (help intention, perceived politeness, hedonic UX) and 3
(expression identification).

Figure 7: Means and standard errors for the combined effect
of politeness of speech and eye-expression on help inten-
tion, perceived politeness and the hedonic subscale of the
S-UEQ. Perceived Politeness was up-scaled from a five-point
scale.

Figure 8: Means and standard errors for the combined effect
of politeness of speech and eye-expression on expression
identification, measured as the the share of interpretations
consistent with the expression we intended.

Influence of Sociodemographics and Attitude
Since the assumptions for an analysis of covariance were
violated, Pearson-correlations were computed to at least pro-
vide an overview over the relationships between covariates
and dependent variables. There was a significant correlation
between the subscales of the Negative Attitudes towards
Robots Scale (NARS) and sex. The subscales of the NARS are
as follows:

S1 Negative attitude regarding interaction situations with
robots.

S2 Negative attitude regarding social influence of robots.
S3 Negative attitude regarding emotions in interactions

with robots.
Females tended to higher values in negative attitudes to-

wards robots (NARS S1: r = −0.283, p = 0.001; NARS S2:
r = −0.218, p = 0.01; NARS S3: r = −0.302, p < 0.001). Sex
is also related with perceived politeness for the concentrated
eye-expression (r = 0.184, p = 0.03), where males rated
politeness higher. Males showed a higher identification rate
for the neutral eye-expression (r = 0.173,p = 0.041), as well
as a generally higher identification rate for eye-expressions
when polite language was used (r = 0.174,p = 0.04). There
was a significant negative relationship between age and per-
ceived politeness of the polite language variant (r = −0.168,
p = 0.049).

The NARS S1 subscale showed significant negative rela-
tionships with help intention and perceived politeness for
all within-subject variable levels. The S2 and S3 subscales
also show significant negative relationships with help inten-
tion. For perceived politeness, S2 and S3 only show negative
relationships for direct language and neutral eye-expression.
S2 is also negatively related with perceived politeness for
the concentrated eye-expression. All correlation coefficients
for NARS and the dependent variables with two-tailed sig-
nificance are shown in table 4.

There were no significant effects for the Prosopagnosia
questionnaire or expression identification performance on
pictures of human facial expressions.

Correlations between Dependent Variables
Non-parametric correlations using Kendall’s Tau show sig-
nificant relations for overall scores between the helping in-
tention and hedonic UX (r = 0.220, p < 0.001), as well as be-
tween helping intention and perceived politeness (r = 0.363,
p < 0.001). Highly significant correlations at similarly small
to medium effect sizes also show for all variations of polite
language and eye expressions (see table 5).

5 DISCUSSION
The discussion is structured into subsections on the method-
ology, the main effects of the independent variables, possible
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Table 2: Significant post-hoc Wilcoxon signed-rank tests on help intention, perceived politeness and hedonic UX for the differ-
ent combinations of eye-expressions and politeness of speech. Empty cells were non-significant. C = concentrated, N = neutral,
S = sad, D = direct, P = polite.

Combination Help Intention Perceived Politeness Hedonic UX
Z Sig. T r Z Sig. T r Z Sig. T r

CD

CP −4.510 < 0.001 796 −0.270 −6.910 < 0.001 314.5 −0.414
NP −6.572 < 0.001 635 −0.338 −8.175 < 0.001 114 −0.490
SD −5.370 < 0.001 577.5 −0.322 −4.440 < 0.001 383 −0.266
SP −7.251 < 0.001 613 −0.435 −8.125 < 0.001 331.5 −0.487 −3.912 < 0.001 1457 −0.235

CP

ND −4.825 < 0.001 1103.5 −0.289 −6.694 < 0.001 366.5 −0.401 −3.282 0.001 1399 −0.197
NP −4.023 < 0.001 465 −0.241 −3.083 0.002 268 −0.185
SD −3.781 < 0.001 895.5 −0.227
SP −5.628 < 0.001 500 −0.338 −4.173 < 0.001 304 −0.250

ND
NP −7.058 < 0.001 367.5 −0.423 −7.729 < 0.001 358.5 −0.464
SD −5.353 < 0.001 602 −0.321 −4.486 < 0.001 470 −0.263
SP −7.499 < 0.001 432 −0.450 −8.028 < 0.001 381.5 −0.481 −4.935 < 0.001 1093 −0.296

NP SD −3.747 < 0.001 957.5 −0.225 −6.566 < 0.001 315 −0.394
SP −3.642 < 0.001 1538.5 −0.218

SD SP −5.191 < 0.001 802.5 −0.311 −6.788 < 0.001 313 −0.407 −3.848 < 0.001 1209.5 −0.231

Table 3: Significant post-hoc Wilcoxon signed-rank tests on
expression identification for the different combinations of
eye-expressions and politeness of speech. C = concentrated,
N = neutral, S = sad, D = direct, P = polite.

Combination Expression Identification
Z Sig. T r

CD ND −5.208 < 0.001 632 −0.312
NP −5.513 < 0.001 600 −0.331

CP ND −5.341 < 0.001 468 −0.320
NP −5.237 < 0.001 765 −0.314

ND SD −4.064 < 0.001 639 −0.244
SP −5.356 < 0.001 585 −0.321

NP SD −4.331 < 0.001 666 −0.260
SP −5.455 < 0.001 722.5 −0.327

interaction effects between the independent variables and
effects from covariates.

Method
Due to violations of assumptions for parametric tests, non-
parametric tests were used as an alternative. The a priori
sample size estimation based on parametric tests thus yielded
a much smaller number of required participants than would
have been optimally needed for post-hoc tests to reliably
detect significant effects. Especially the significant results
of the Kruskal-Wallis-H test for variations in LED-lighting
could not be confirmed by post-hoc Mann-Whitney-U tests,
most probably due to a lack of test power of the latter.

Eye-Expression
The three eye-expressions differed in how well they were
identified by the participants. The neutral expression scored
higher in this regard than both the sad and concentrated
expressions. This indicates optimization potential for the
latter. Table 6 highlights how the expressions were inter-
preted by the participants instead. Hypothesis H1 ’The de-
signed eye-expressions increase the identification of their
intended meaning of ’sad’, ’neutral’ and ’concentrated’.’ in
conclusion only holds for the neutral eye-expression and has
to be rejected. This knowledge will serve to further refine
the respective expressions and to further distinguish them
from the non-intended interpretations. Future research in
this direction should also address the question, if acceptable
identification performance can be achieved at all with only
the eye-part of the face.

The hedonic UX was significantly higher for the sad eye-
expression than for the neutral expression. The sad expres-
sion further increased the perceived politeness, compared
to both the neutral and the concentrated expressions. Fi-
nally, help intention was highest for the sad eye-expression,
followed by the neutral and the concentrated expressions.
Hypothesis H2 (’The sad eye-expression increases help inten-
tion the most’) is thus confirmed. This is in line with insights
from human-human interaction that sad faces provoke sym-
pathy and help intentions [14]. Furthermore, it’s known that
the expression of emotions by robots strengthens social ac-
ceptance [3], which could also affect the hedonic UX. Taking
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Table 4: Significant correlations between the negative attitudes towards robots scale (NARS), and help intention and per-
ceived politeness under different variations of within-subjects variables with corresponding p-values. Empty cells were non-
significant.

NARS Help Intention Perceived Politeness
Subscale Eye Expression Politeness of Speech Eye Expression Politeness of Speech

Conc. Neutral Sad Direct Polite Conc. Neutral Sad Direct Polite

S1 Corr. -0.372 -0.337 -0.327 -0.386 -0.306 -0.329 -0.378 -0.421 -0.453 -0.253
Sig. < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 0.003

S2 Corr. -0.367 -0.338 -0.250 -0.381 -0.256 -0.189 -0.222 -0.297
Sig. < 0.001 < 0.001 0.003 < 0.001 0.002 0.026 0.009 < 0.001

S3 Corr. -0.419 -0.400 -0.297 -0.425 -0.319 -0.178 -0.198
Sig. < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 0.037 0.019

Table 5: Significant non-parametric correlations between the dependent variables of help intention, perceived politeness and
hedonic user experience under different variations of within-subjects variables with corresponding p-values.

Help Intention
Eye Expression Politeness of Speech

Conc. Neutral Sad Direct Polite

Perceived Politeness Corr. 0.411 0.343 0.381 0.429 0.336
Sig. < 0.001 < 0.001 < 0.001 < 0.001 < 0.001

Hedonic UX Corr. 0.199 0.204 0.238 0.196 0.251
Sig. 0.001 0.001 < 0.001 0.001 < 0.001

into consideration the large share of alternative interpreta-
tions as ’fearful’ and ’neutral’, future research should focus
fearful expressions as well. Overall, the results confirm and
add to the reported positive effects of sad expressions on
onlookers by Marsh et al. [26].

LED-Lighting
Although the Kruskal-Wallis-H tests indicate significant dif-
ferences between the varied LED-patterns, post-hoc tests
confirmed only one very special case, where ’0.5 Hz blue’ in
combination with using polite language seemed to inhibit the
correct identification for the concentrated expression com-
pletely, whereas for ’LEDs off’ this was significantly better.
As can be seen in table 6, the concentrated expression suffers
from a generally low correct identification rate. Nonetheless,
this result hints at possibly distracting or even contradicting
effects of lighting. As explained above, the post-hoc tests for
LED-lighting had very low statistical power, warranting for
further studies regarding this aspect. This is especially true
since there seems to be no readily available literature on pos-
sibly interacting effects from light and other communication
channels.

Politeness of Speech
For the polite language variant, the perceived politeness,
hedonic UX, and help intention were significantly higher

than for the direct variant. The hypotheses H3-H5 are thus
confirmed. These results are consistent with the literature in
that politeness can increase successful help requests, which
obviously requires an increased help intention by helpers
(see e.g. [38]).

Relations among Dependent Variables
Relations between the dependent variables were to be ex-
pected from literature, but also because the constructs are
logically linked to each other. Significant correlations were
found between the help intention and both hedonic user
experience and perceived politeness. As to how exactly the
hedonic user experience and perceived politeness are related
to help intention and also to actual helping behavior, future
research should connect to work on modeling the relation-
ships of constructs surrounding helping behavior towards
robots, as reported by e.g. Budde et al. [8].

Possible Interaction Effects
Due to the non-parametric tests used, interactions could not
be analyzed directly. Instead, only the combined measures
for variations of the within-variables can be drawn upon.
The hedonic UX is significantly different only between some
combinations of politeness of speech and eye-expressions.
The significant differences are between the highest scoring
combination of ’sad-polite’ and all direct language variants
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Table 6: Confusion matrix for the tested eye-expressions and answer options. All cells show the percentage of answers for
the shown expression in the respective rows. The percentage of replies for the intended expression is underlined. Higher
percentages of replies in non-intended categories than in the actually intended category are highlighted in gray.

Shown Expression Answer Option
Angry Happy Sad Fearful Neutral Surprised Disgusted Bored Concelntrated

Sad 1.80 2.88 19.06 32.37 32.73 3.24 0.36 0.72 6.82
Neutral 6.14 3.25 0.72 19.49 48.74 12.64 0.00 1.44 7.58
Concentrated 31.29 2.16 2.16 3.96 42.45 2.88 1.44 1.44 12.23

plus the ’neutral-polite’ combination. Also, there is a differ-
ence between ’concentrated-polite’ and ’neutral-direct’. The
results support the use of the ’sad-polite’ combination to
maximize the hedonic user experience regarding the studied
combinations.

Only three of the fifteen pairwise comparisons for help
intention are non-significant, of whom two differ only in
the eye-expression component. As with the hedonic user
experience, the ’sad-polite’ combination maximizes the help
intention among the studied combinations.

The perceived politeness does not show any obvious anom-
alies for the combined effect of politeness of speech and
eye-expressions. The only two non-significant comparisons
include concentrated and neutral with direct language, and
sad and neutral with polite language. Both differ only in the
eye-expression component, whose single effect on perceived
politeness is generally smaller than the politeness of speech
component.

For the expression identification, the combined effect of po-
liteness of speech and eye-expressions does not seem to alter
the results compared to eye-expression only: Both neutral-
eyes variants show significantly higher correct identification
rates than all non-neutral.

Overall, the polite language variant and the sad eye-expression
yield the highest scores for hedonic UX and help intention
when taken together. The results do not allow for any spe-
cific interpretation of a possible interaction effect. Further
research will be required to better understand if both vari-
ables interact or if it is only their added effect showing here.

Effects from Covariates
Although a planned analysis of covariance could not be per-
formed, significant and strong correlations between negative
attitudes towards robots and help intention, and in parts also
perceived politeness, indicate a possible effect. This would
match with literature, as it is known that attitudes influence
actual behavior when interacting with robots [28]. Consider-
ing prevalent attitudes in a target population is of increased
significance when a target population for robotic deployment
is expected to show higher than average negative attitudes, as
the effect can compromise robot mission designs relying on

human help. There are weaker significant correlations for sex
and expression identification, as well as age and perceived
politeness. Though these could be rooted in socialization
effects, especially the age and politeness correlation, further
research is required to isolate the causes.

6 CONCLUSION
We performed a web- and video-based study on the effects of
colored lights, eye-expressions and politeness of speech on
how a robot’s request for help is perceived by humans. Using
the sad eye-expression yields benefits regarding the hedonic
UX, perceived politeness and help intention. However, results
regarding the expression identification performance suggest
that there is further potential for optimization regarding
the sad as well as the concentrated expression. The sad ex-
pression was more often identified as fearful or neutral, and
the concentrated expression more often as angry or neutral.
Careful consideration of this fact is appropriate, until more
precise follow-up studies can further clarify the results. Po-
lite language increases the hedonic UX, perceived politeness,
and help intention. In combination with the eye-expression,
the ’sad-polite’ combination again yields the best results.
The results for the LED-lights indicate significant effects.
Due to the attributes of the data set and the consequently
performed non-parametric analyses, post-hoc analysis was
not able to confirm these effects. Follow-up studies using a
within-design will have to be performed to identify the pos-
sible effects. Negative attitudes towards robots were shown
to have strong correlations to help intention and partially to
perceived politeness. Age and sex show weaker correlations
to expression identification and perceived politeness. Both,
the negative attitudes and sociodemographic attributes, call
for special consideration when designing robot interaction
for specific target populations. It has to be noted though, that
all of these effects show up for few and short interaction se-
quences, while prolonged exposure to help-requesting robots
could result in different preferences, e.g. a briefer language
style.

In summary, the results imply that a robot sporadically ask-
ing humans for help should be designed to use eye-expressions,
which are interpreted as sad or fearful, in combination with
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polite language, as defined by Brown and Levinson’s Po-
liteness Theory [7], to create a pleasant interaction. This
combination yields significantly higher hedonic user experi-
ence, perceived politeness, and help intention than the other
tested combinations.
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