












This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

JÄGER et al.: MODEL-BASED QOS EVALUATION AND VALIDATION FOR EMBEDDED WIRELESS SENSOR NETWORKS 7

Fig. 7. (a)–(c) Mean delay of background load and application with the standard deviation of the application for the different scenarios. The horizontal red line
shows the limit for the maximal delay of the application. The averaging period is 60 s. (d) Energy consumption of the applications for all scenarios. (a) Delay
scenario 1 (CSMA/CSMA). (b) Delay scenario 2 (TDMA/CSMA). (c) Delay scenario 3 (TDMA/TDMA). (d) Energy consumption.

regard to end-to-end delay and number of lost packets. Table III
describes traffic patterns for the particular flight phases.

There are critical phases in which significantly more data
have to be acquired and transferred. Typically, this may happen
during takeoff and landing. A simulation of an emergency
scenario such as fire would be another example. The data size
of one packet is 36 B. However, only the sample frequency and
not the amount of data per sample is changed.

D. Scenarios

To analyze the impact of the protocol on timing require-
ments, energy consumption, and lifetime, three different exper-
iments are considered. In the first scenario, both applications
access the medium via carrier sense multiple access (CSMA).
This means that they can block the other application while send-
ing. The second scenario uses a hybrid medium access protocol,
in which one application uses time-division multiple access
(TDMA), and the other uses CSMA. Finally, both applications
are communicating via TDMA in the third setup.

E. Energy Consumption

Energy consumption of the sensor node depends on the states
of the state machine and how long it remains in that state.
In each state, a sensor node uses a state-dependent amount of
energy (see Table IV).

The parameters for the consumption are extracted from a data
sheet of the popular wireless sensor platform TelosB [32] and a
publication comparing different wireless sensor platforms with
each other [33]. This hardware is used for model validation
experiments, which are presented in Section V-B1.

F. Results

In the following section, the results of our simulation in the
three scenarios are described.

1) Scenario 1: Fig. 7(a) shows the development of packet
delay for background load and applications during a simulation
for the first scenario.

As a result, both applications run in the same part of the
protocol and influence each other while trying to access the
medium with a concurrent protocol. The mean delay corre-
sponds to the current load of the network.

The application has a time restriction for its maximum end-
to-end delay (represented by the red line) of 1 s. The delay fails
to meet the requirement three times (takeoff, climb, landing)
when the load is high. The peak mean delay is about two
times higher than the limit. With these results, it is obvious
that running both applications with CSMA will not fulfill their
requirements.

For scenario 1, the overall consumption for the background
and the application is presented in Fig. 7(d). The averaging
period is 10 s.
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The consumption corresponds to the current load of the
network model. It is directly connected to the amount of data
the sensor nodes have to send. The peak consumption of the
background load is around 2.5 J (0.125 J for an SN). The lowest
is around 1.7 J (0.085 J for an SN). For the application, the
peak consumption is around 1 J (0.1 J for an SN). The lowest is
around 0.25 J (0.025 J for an SN).

The higher consumption of a sensor node in the background
follows from slightly more traffic generation of the sensor
nodes at peak consumption of the background.

2) Scenario 2: In scenario 2, the TDMA part of the protocol
is used for the time-critical communication. The background
load stays in the CSMA part. The resulting behavior of the
mean delay is shown in Fig. 7(b).

With the results, it is easy to see that the delays of both
applications are now independent. They do not influence each
other unlike in the previous scenario. The mean delay of the
background is still high in phases with high traffic, but the peak
delay is much smaller than in the previous scenario. The reason
is that the number of sensor nodes in the CSMA part drops from
30 to 20. Thus, only 20 sensor nodes are accessing the medium
concurrently.

The other ten sensor nodes only have one time slot in the
TDMA part of the protocol. The maximum delay no longer cor-
responds to the network load but to the length of the superframe
and data generation of the sensor node, which is described by
MAC configuration and traffic pattern. The maximum delay of
the application is around 0.15 s, and the maximum deviation is
0.15. In the worst case, the delay of a packet of the application
is 0.3 s.

The energy consumption of the applications for scenario 2 is
presented in Fig. 7(d). The peak consumption of the application
drops from 1.0 J in scenario 1 to around 0.45 J. That is because
of the concurrent access of the sensor nodes on the shared
medium, where a sensor node needs more attempts to send a
packet. The value of the lowest consumption stays at 0.25 J
because, in this phase of the simulation, the traffic is very low.
Operations such as receiving beacons or the activity of the
microcontroller unit (MCU) need more energy than sending
payload packets.

The peak consumption of the background load drops from
2.5 J to around 2.3. Because the application uses TDMA for
medium access, the background is not influenced anymore. The
value of the lowest consumption is also the same as in scenario
1 because of the low influence of the application in this part.

Thus, the model-based simulation analysis shows that the
requirements can be fulfilled with a hybrid approach for the
applications.

3) Scenario 3: In the last scenario, we assign both applica-
tions to the TDMA part of the protocol. The results are depicted
in Fig. 7(c).

Now, each of the 30 sensor nodes communicates in its own
time slot, and they will not influence each other anymore. As in
scenario 2, the mean delays of the applications are only influ-
enced by superframe length and data generation of each node.

Both background load and application have the same value
for the mean delay. It is around 0.15 s. The standard deviation
for the application is 0.15.

It is important to choose the parameters of the MAC layer
depending on the requirements of applications. For example, a
critical application, which needs a value every 0.5 s, cannot run
with an MAC with a superframe length of 2 s.

The energy consumption for scenario 3 is presented in
Fig. 7(d). The consumption of the application stays the same
(the peak value is 0.45 J, and the lowest is 0.25 J). The
consumption of the background now drops to 1.05 J in peak
and around 0.9 J for the lowest value. Adjusted according to the
number of sensor nodes and traffic, a sensor node consumes the
same amount of energy in background and application.

4) Discussion: As a result, we can check requirements of
the applications with a model-based approach. By simulat-
ing an application in its different phases, the model delivers
more accurate results than a simplifying worst case simulation.
Transient effects at mode changes can be analyzed. By using
a concurrent protocol, the current consumption of a sensor
node is connected to the amount of traffic in the network. As
an example result to be demonstrated, in cases of very low
data traffic, a stochastic protocol can be efficient with regard
to energy consumption and latency. On the other hand, in a
scenario with very high traffic and lots of sensor nodes, a
deterministic protocol is more efficient.

V. VALIDATION

This section describes the validation of the model by compar-
ing the simulated behavior of our model with results from exist-
ing publications as a benchmark and with measured parameters
of a real WSN. For this purpose, the hardware interface of the
simulation-based application is used, which has been described
before.

A. Comparison With Literature

First, we validate the output of our model by comparing the
results with related publications.

For this purpose, we use the configuration of the second
scenario (see Section IV-D) and make some small changes.

We simulate CSMA and TDMA each with 15 nodes and set
the message rate of each node from 2−2 to 25 message/s. The
observed parameters include end-to-end delay and throughput.

Fig. 8(a) depicts the end-to-end delay. In low-data-rate cases,
the sensors can send all their packets. When the data rate is
increased, the packets are enqueued in the sending queue, and
the delay exponentially increases for TDMA and CSMA. The
same characteristic curve can be seen in [34] and [35].

Fig. 8(b) presents the throughput. It increases with the data
rate and reaches a maximum. Because there is no concurrent
access between TDMA nodes, the throughput for TDMA is
much higher than for CSMA. Moreover, our results show the
characteristic decrease of CSMA throughput above the optimal
data rate that has been identified in the literature [34]–[36].

B. Hardware Validation

1) Prototype Hardware Environment: Our hardware target
is based on the well-known wireless sensor platform TelosB,
which was developed at the University of California, Berkeley.
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Fig. 8. Delay and throughput in relation to message rate per node. (a) Delay
for CSMA and TDMA. (b) Throughput for CSMA and TDMA.

It is based on an MSP430 MCU and uses a CC2420 chip as
transceiver. Further information can be found in the data sheet
[32]. The motes serve as remote sensor nodes and access points.

The sensor node is running a customized version of TinyOS
2.x, an open source operation system for low-powered devices
such as wireless sensor nodes [37]. For our purposes, we
created an application layer that can be configured to generate
different amounts of packet traffic depending on the current
traffic pattern. We also created a new collision avoidance layer
in the rfxlink network stack that realizes the hybrid protocol of
our simulation model, which we described in Section IV-A. All
parameters that can be set in the model can be also set in the
real hardware.

The hardware interface of the simulation-based application is
connected to a TelosB mote, which serves as access point, via
an RS232 interface.

2) Experiments: The hardware interface runs a fixed se-
quence of steps to obtain repeatable results. The workflow starts
with a reset of the whole network to ensure that all sensor nodes
are in the same state. This reset deletes all data of a previous run.

After the reset, the hardware interface tries to find all avail-
able network nodes by using discovery messages, which the
sensor nodes respond to. After the discovery step, the hardware
interface maps the available sensor nodes to the nodes in the
configuration and pushes the individual configuration of each
component to its corresponding node. This contains the sensor
node configuration, the configuration of the medium access
control, and the traffic pattern for the application, which is
running on the node.

The network needs a global time to measure performance pa-
rameters of the network such as end-to-end delays. Therefore,
a time synchronization phase is conducted. The flooding time
sync protocol (see [38]), which is part of TinyOS, is used to
synchronize the clocks of sensor nodes and access points. The
protocol provides an accuracy of the global time in the range of
microseconds, which is entirely sufficient for our purpose.

After the configuration and synchronization phases have
finished, the experiment starts. The hardware interface obtains
the schedule of the simulation from the configuration database
and runs it on the hardware. To avoid additional traffic on the
network, which might otherwise affect the measured results, the
current phase of the schedule is distributed by the beacon as
payload. During the experiment, the hardware interface collects
performance data of the network and saves it into the result
database.

The hardware interface runs the experiments multiple times
to reduce noise and disturbance from interferers, which also use
the 2.4-GHz industrial, scientific, and medical radio spectrum.
Each repetitive run is begun with a reset. Finally, the results
can be analyzed and compared with each other and with the
simulation results in the simulation-based application.

In the following, the experiments that were used to validate
the WSN model are outlined. To validate the model, each level
of detail has to be checked against the real hardware. This
can be done by variations of parameters of the configuration
and comparing the output of the simulation and the hardware
target.

There are many different parameters of the network that
can be observed, including energy consumption, packet loss,
collisions, and throughput. We restrict ourselves to analyzing
the end-to-end delay here.

The parameters for the validation follow the parameters
described in Section IV. In the case of parameters that cannot
transferred to the hardware in principle, such as the physical
parameters of the hardware, the model parameters are adapted
to the setup.

The original model, for instance, used other parameters for
modulation and frequency. For instance, the symbol rate param-
eter of the model, which is strongly influenced by modulation
and frequency, has been set to the value 0.000016 s per symbol
for TelosB.

a) Experiment 1: The aim of the first validation experi-
ment is to check the behavior of the TDMA part of the medium
access control. For that experiment, a simple network topology
is used. It consists of one access point and two sensor nodes,
with each sensor node running a different application. Both use
TDMA to transmit data to the access point. The applications
use two different traffic patterns. For the first application, the
period of the traffic pattern, i.e., when it generates data, is a
multiple of the length of the superframe. It is 1024 ms, whereas
the superframe length is 512 ms. In the traffic pattern of the
second application, the period slightly differs from the multiple
period of the superframe. The period time is 1000 ms here. The
sensor nodes use successive slots of the medium access control
to see possible effects of interference. The remaining part of the
configuration, including MAC parameters, remains the same as
described before.
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Fig. 9. Results of the simulation and the hardware for TDMA.

Fig. 9 shows the resulting curves of the experiment for the
simulation target in blue and the hardware setup in red.

The timespan was reduced to 100 s to ease understanding of
the results.

The sensor node with the first application produces a straight
curve (lower line) in the output of the simulation and the
hardware (upper line). Comparing the two curves, the output of
the hardware fluctuates around an average delay, whereas that
of the simulation always has the same delay without any noise.

The average delays of both curves are not the same, because
of the start of the traffic generation, which is randomly chosen
on both sides. The possible values can be inside the length of a
superframe, under 512 ms.

The curve for the second application looks completely differ-
ent from the one of the first application. The slightly different
period time value leads to a sawtooth-like wave. The time when
the packet is generated from superframe to superframe sweeps
over the whole superframe length. The output of the simulation
and the hardware only differ in small fluctuations of delay on
the hardware.

A big advantage of TDMA w.r.t. predictability is that sensor
nodes cannot disturb each other because they use different slots
to transmit packets to the access point. The results of simulation
and hardware also show this behavior, as there are no influences
between the curves of both applications either in the model or
in the hardware.

The results of the first experiment show that the model
behaves similar to the hardware network concerning the delay
of a packet, which was transmitted via the TDMA part of the
medium access control.

b) Experiment 2: The second experiment checks the be-
havior of the CSMA part of the medium access control.

Different from the first experiment, the number of network
components is increased. There are now five sensor nodes in
the network. By using the CSMA area of the network, the nodes
can disturb each other while trying to send packets to the access
point.

The network runs two different applications just like in the
first experiment. The traffic patterns of both applications are set
as described in Section IV-C.

Fig. 10(a) shows the results over the full length of the
run. To reduce probabilistic effects such as noise and sporadic

Fig. 10. Results of the end-to-end delay for CSMA transmission. The averag-
ing period is 30 s. (a) Delay full. (b) Delay detail.

disturbances, the hardware experiment is run 15 times. The blue
curves represent the output of the simulation, whereas the red
ones represent the output of the hardware. The background ap-
plication is represented by the dashed line, and the application
is represented by the solid one.

The curves show the same behavior as in the simulation of the
whole network. The smaller amplitude is caused by the reduced
number of sensor nodes in the validation experiment.

The curve of the background starts smoother than the one for
the application. This is because of the difference in the number
of packets that are used to calculate the mean value. This value
is around 0.48 s for the hardware and 0.3 s for the model. In
the later phase of the schedule, such as takeoff and climb of the
aircraft, the delay increases because of more traffic. Here, the
mean delay for the background traffic jumps up to 0.68 for
the hardware and 0.58 for the simulation. Influenced by the
background traffic, the delay of the application also increases.
After switching into the cruise phase, both curves fall back to
the normal delay after clearing their sending queues. During
descend and landing phase, the mean delay increases again. At
the end of the schedule, the value of the mean delay is back to
where it started.

Fig. 10(b) shows a part of the experimental results where the
traffic pattern switches from low to high traffic and back. The
standard deviation is shown as well.

The standard deviation of the simulation follows the curve
of the mean delay. While the traffic is low, the deviation is
small and vice versa. The hardware behavior differs slightly.
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Its standard deviation for the application decreases while the
traffic is high. Over the entire term, the standard deviation of the
hardware is higher than the standard deviation of the simulation.

The curve for the mean delay of the hardware is around
0.1–0.2 s higher than the curve of the model. This effect
is attributed to a delay in the access of the medium in the
hardware, which is not modeled until now.

There is also a difference in the number of packets that can be
transferred through the medium. The average number of pack-
ets per run that was transmitted by the hardware is 11 991.1,
whereas the simulation could transmit 13 422.8 packets at the
same time. This fact influences the standard deviation of the
curves in phases of high traffic.

For CSMA, the output of the simulation has the same behav-
ior, but there are some small differences in delay and number of
transmitted packets.

C. Interpretation of Results

The comparison of the model with related publications shows
similar results for TDMA and CSMA transmissions. In addition
to that, our detailed comparison with an actual hardware test
bed setup validates and proves the quality of the simulation
result both for TDMA and CSMA.

Because the model is free of noise and disturbances, the
simulation results are smoother than the ones of the hardware
and return the expected value for the observed parameter. The
result of the hardware converges to the expected value as well,
but needs more runs.

The differences in the results of the hardware validation,
mostly for the CSMA transmission, are based on the level of
abstraction of the model. Not every detail of the hardware has
been modeled, for example, the time that a sensor node needs to
switch between TX and RX state, delays for the network layer,
or effects such as shadowing and reflections. These effects
mostly influence the concurrent access of the medium. To get
more accurate results for CSMA, the model has to be refined
w.r.t. interferences between sensor nodes. Nevertheless, the
model allows a sufficient estimation of the end system behavior.

The model allows a faster checking of configurations: The
mean runtime of a simulation run is 22 s compared with one
run of the hardware experiment taking 63 min.

The main advantage of our approach of deploying only
network component configurations is the possibility to evaluate
parameter sets significantly faster and autonomous. In contrast
to [24], it is not necessary to generate and deploy full firmware
binaries to the devices, leading to a much faster validation
cycle, including configuration, measurement, and simulation.
We point out that the validation is very detailed because of its
focus on lower layers (NET, MAC, PHY) of the protocol.

By using the model as a reference during the creation of
the hardware target, errors in the implementation of the sensor
nodes and the access point were found early. In addition, the
location of the error could be estimated out of the model. On the
other hand, the hardware target reveals inexactly modeled parts
of the model. As a result, the developed hardware system could
be now double checked, which will lead to a higher overall
system quality.

VI. CONCLUSION

This paper has presented a design of a highly scalable indus-
trial embedded WSN for validating different system configu-
rations by using a domain-specific simulation-based tool. The
tool supports a seamlessly integrated approach to modeling,
configuration, performance evaluation, design time validation,
and result interpretation.

An avionic system design example has been presented. QoS
parameters of an application can be evaluated more accurately:
operational phases and their influence on time-dependent sys-
tem operation are specifically addressed. Simulation shows
transient effects, for instance, after mode changes. The applica-
tion example shows how the model evaluation is used to check
if MAC parameters are chosen well or if overload situations
may occur. Models of network and energy consumption are
tightly connected.

Our approach of deploying configurations has been shown to
be a significantly faster way to test several parameter variations.
By adding a parallel hardware test bed to our tool, different
configurations are autonomously deployed to simulation and
hardware and are analyzed with the same methods by the
simulation-based tool.

Measurements validate the correctness of simulation and
model and even detected a difference between prototype system
and expected implementation.

In the future, we plan to refine the model w.r.t. interferences
between sensor nodes. Moreover, energy-efficient protocols and
energy harvesting components will be added and validated with
our hardware setup.
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