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ABSTRACT
The Internet makes use of high performance network switches
in order to route network traffic from end users to servers. De-
spite line-rate performance, the current switches consume huge
energy and cannot support more expressive learning models, like
cognitive functions using neuromorphic computations. The major
reason is the use of transistors in the underlying Ternary Content-
Addressable Memory (TCAM) which is volatile and supports digital
computations only. These shortcomings can be bypassed by de-
veloping network memories building on novel components, like
Memristors, due to their nonvolatile, nanoscale and analog stor-
age/processing characteristics. In this paper, we propose the use of
a novel memristor-based Probabilistic Associative Memory, PAmM,
which provides both digital (deterministic) and analog (proba-
bilistic) outputs for supporting cognitive computational models
in network switches. The traditional digital operations can be
supported by a memristor-based energy efficient TCAM, called
TCAmMCogniGron. Building on PAmM and TCAmMCogniGron, we
propose a novel network switching architecture and analyze its en-
ergy efficiency over the experimental dataset of a Nb-doped SrTiO3
memristive device. The results show that the proposed network
switching architecture consumes only 0.01 fJ/bit/cell energy for
analog compute operations which is at least 50 times less than the
digital operations.
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•Networks→ In-network processing;Middle boxes / network
appliances; • Hardware→ Emerging architectures;Memory
and dense storage; Impact on the environment.
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1 INTRODUCTION
The Internet heavily relies on specialized network devices, called
switches, in order to establish the communication links between
senders and receivers of network traffic [2, 3]. So far, the design
of network switches is dominated by the use of transistor-based
Ternary Content-Addressable Memory (TCAM). TCAM enables
processing operations, like matching incoming packet header fields
against stored rules, in one clock cycle. It stores data in the form
of ternary digits i.e. high bit (1), low bit (0), and don’t care bit (𝑋 ).
TCAM output is high only if the stored bit is 𝑋 or the same as
the incoming bit. Although TCAM-based switches provide remark-
able performance from 12.8-51.2 Tbps [8], they have two major
limitations. Firstly, the increasing performance requirements con-
sume a significant amount of energy [8]. Secondly, more expressive
functions, like cognitive functions using neuromorphic computa-
tions, require the use of a range of inputs/outputs (analog match
signals) but TCAM relies on digital inputs/outputs. The limitations
of TCAM can be bypassed by studying novel hardware components,
like Memristors, that can support analog computations.

Memristors are programmable hardware components which of-
fer promising energy efficient characteristics like non-volatility,
nanoscale size, and analog storage/processing [8]. The energy ef-
ficient properties of memristors motivate the development of al-
ternative designs of memory architectures to counteract or even
overcome the energy and performance limitations of current net-
work switches. However, it requires an understanding of integrat-
ing memristors in the network switching architectures by devel-
oping specialized memory architectures. Building on prior find-
ings [4–6, 9], we present a novel network switching architecture for
supporting energy efficient cognitive computations. The proposed
architecture makes use of both analog and digital computations
built over a specialized memory called memristor-based Probabilis-
tic Associative Memory (PAmM) [6]. PAmM provides both digital
(deterministic) and analog (probabilistic) outputs based on the in-
coming data. If the input completely matches (or mismatches) to
the stored data, PAmM provides a deterministic output of 1 (or
0). If the input partially matches to the stored data, PAmM pro-
vides a probabilistic analog output in between 0 and 1 depending
upon the difference of the input with the stored data. However,
the use of probabilistic outputs comes at the cost of hardware pre-
cision due to the interference from neighboring components and
decrease in signal strength. For high precision, the proposed ar-
chitecture uses an energy efficient memristor-based TCAM called
TCAmMCogniGron [4][5]. TCAmMCogniGron uses two memristive
states due to its digital operations, while PAmM uses the analog
memristive states for analog outputs. We analyze the performance
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Figure 1: The proposed memristor-based network switching architecture built over PAmM and TCAmMCogniGron.

of our proposed architecture over the dataset of a physically fabri-
cated Nb-doped SrTiO3 (Nb:STO) memristive device.

Contributions and Research Findings. In this paper, we pro-
pose a novel network switching architecture building over memris-
tors for supporting energy efficient cognitive computational mod-
els. Our major contributions are three-fold; (1) Development of a
novel network switching architecture supporting both digital and
analog computations, (2) Analysis of the processing operations
and system architecture for the proposed network switching ar-
chitecture, (3) Analysis of the energy consumption of analog and
digital processing for the Nb:STO-based memristive device. The re-
search showed that the analog processing operations consume only
0.01 fJ/bit/cell energy for Nb:STO-based memristive device. The
digital computations consume 1-16 fJ/bit/cell energy depending
upon the processing operations i.e., match and mismatch opera-
tions. Moreover, the nonvolatile properties of memristors (Nb:STO)
reduce the standby power consumption to zero.

2 PROPOSED MEMRISTOR-BASED SWITCH
The proposed memristor-based switching architecture is shown in
Fig. 1. Its major modules include the PAmM and TCAmMCogniGron

in the processing stages. The accompanying modules include the
network controller, packet queues, traffic managers, and I/O ports.

2.1 PAmM
PAmMstores the network rules in the form of programmable analog
states of memristors i.e., resistance. Its function is to compute the
difference between the input and the stored contents. If the input lies
within the programmed thresholds, the output is a deterministic
high. Otherwise, the output is analog (probabilistic) ranging in
between 0 and 1. Fig. 1 shows the abstract working operation of
PAmM. The rules can be stored by programming the parameters
𝑚0 and𝑚1. Any input in the programmed range (𝑚0 to𝑚1) will
yield a deterministic high output 1. The inputs lying outside the
programmed range are analog (0-1) depending upon the difference
between the applied input and the stored contents.

The circuit for PAmM contains two memristors (𝑀0 and 𝑀1),
two resistors (𝑅𝑋 ), and five transistors, as shown in Fig. 2a. PAmM
operates in the analog domain. During the write operation, PAmM
programs memristor𝑀1 such that the voltage 𝑉𝐴 is equal to𝑚1. In

the second step, PAmM programs memristor𝑀0 such that the volt-
age 𝑉𝐵 equals𝑚0. The relationship of voltages 𝑉𝐴 and 𝑉𝐵 with the
circuit configurations is expressed by Eq. 1 and Eq. 2, respectively.
𝑉𝐷𝐷 is the read voltage and 𝑉𝐼𝑁 is the applied input voltage.

𝑉𝐴 =
𝑅𝑋

𝑀1 + 𝑅𝑋
(𝑉𝐷𝐷 −𝑉𝐼𝑁 ) +𝑉𝐼𝑁 (1)

𝑉𝐵 =
𝑅𝑋

𝑀0 + 𝑅𝑋
(𝑉𝐷𝐷 −𝑉𝐼𝑁 ) +𝑉𝐼𝑁 (2)

During the search operation, the control line (𝐶0) is enabled and
the write line (𝑊 ) is disabled. The incoming query is applied as𝑉𝐼𝑁
by converting from digital to analog signals through Analog-to-
Digital Converters (ADCs). If the developed voltage 𝑉𝐴 is greater
than the threshold voltage of the transistor 𝑇1, the output drops.
The rate of drop of output voltage depends upon the voltage 𝑉𝐴
and the transistor’s operating curves. Similarly, if the developed
voltage 𝑉𝐵 is less than the threshold voltage of transistor 𝑇0, the
output drops.

The given PAmM design, adapted from [6], applies the input
to both memristors simultaneously. As Nb:STO operates at low
voltages, it does not need any resistors with transistors 𝑇0 and 𝑇1.

2.2 TCAmMCogniGron

TCAmMCogniGron stores network rules in form of digital data by
using only binary memristive states. The role of TCAmMCogniGron

is to output a digital high only if the stored data contains a don’t care
bit 𝑋 or the same data as the incoming bit. Fig. 1 shows the abstract
working operation of TCAmMCogniGron cell. The programmability
of TCAmMCogniGron consists of the specification of the stored bits
i.e., low bit 0, high bit 1, or don’t care bit 𝑋 .

The circuit for TCAmMCogniGron contains two memristors (𝑀0
and𝑀1), one resistor (𝑅𝑋 ), and five transistors to perform the write
and search operations, as shown in Fig. 2b [4]. During the write
operation, TCAmMCogniGron programs the memristors𝑀0 and𝑀1
in high and low resistance states for programming a high bit, and
vice versa. During the search operation, one of the two control
lines (𝐶0 or 𝐶1) is enabled based on the search query. The output is
high (match) only if 𝑉𝑋 is greater than the threshold voltage of the
output transistor (𝑇0). If a don’t care bit is stored, both memristors
are in low resistance states and the output is also high (match). The
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Figure 2: The circuits for PAmM and TCAmMCogniGron.

developed voltage 𝑉𝑋 and its relationship with the programmed
memristances is determined by Eq. 3 and Eq. 4, respectively. 𝑉𝐷𝐷

is the applied read voltage.

𝑉𝑋 (𝐶0 = 1) = 𝑅𝑋

𝑀0 + 𝑅𝑋
𝑉𝐷𝐷 (3)

𝑉𝑋 (𝐶1 = 1) = 𝑅𝑋

𝑀1 + 𝑅𝑋
𝑉𝐷𝐷 (4)

2.3 Network controller and associated modules
The modules accompanying the PAmM and TCAmMCogniGron in-
clude the network controller, packet queues, traffic manager, ADCs,
Digital-to-Analog Converters (DACs), Priority Encoder, Static Ran-
dom Access Memory (SRAM), and I/O ports, as described below.

Network Controller. The controller extracts the required header
fields from the incoming packets. The header fields are forwarded to
either PAmM or TCAmMCogniGron-based packet processing stages.
The network functions requiring cognitive models through analog
processing are forwarded to the PAmM-based packet processing.
Some examples of these network functions include congestion con-
trol, load balancing, etc. However, functions requiring high preci-
sion and deterministic computations are forwarded to the digital
packet processing stages. Some examples of high precision network
functions include IP lookup, traffic analysis [7, 10], etc.

Packet Queues. As the traffic transmission and processing rate
varies, it leads to delays, jitters, and irregular traffic patterns at
network switches. To cater to the varying rates, the input and
output side contain the packet queues for the temporary storage of
packets.

Traffic Manager. If the packet arrival rate is greater than the
packet processing and transmission rate, the network is quickly
congested. To avoid this issue, the network switches use Active
Queue Management (AQM) techniques to selectively drop the pack-
ets based on the network congestion. Traffic manager implements
the AQM techniques for minimizing network congestion.

ADC and DAC. The operation of PAmM in the analog domain
requires the use of DAC for converting the digital signals to the
analog domain. Moreover, the final processed output is converted
back to the digital domain by using ADC.

Priority Encoder. The PAmM and TCAmMCogniGron-based packet
processing matches the incoming query against multiple parallel

Table 1:Minimumenergy consumption for digital and analog
processing.

Technology Architecture Energy Consumption
Analog processing PAmM 0.01 fJ/bit/cell
Digital processing TCAmMCogniGron 1-16 fJ/bit/cell

programmed rules. In case of multiple successful matches, the archi-
tecture uses the priority encoder for selecting the highest priority
match among multiple parallel occurring matches. The rules are
programmed in descending order of priority so that the priority
encoder can select the match at the highest location.

SRAM. The actions for corresponding successful matches are
stored in the SRAM-based cells. The SRAM cells can use either the
transistors or memristors in their cell design.

I/O Ports. The input and output links are connected to the re-
spective I/O ports based on the ethernet connections. For increased
capacity, optical I/O ports can also be used.

3 PERFORMANCE ANALYSIS
We analyze the performance of the proposed switching architec-
ture over an experimental dataset of Nb:STO [1]. The STO ex-
hibits memristive behavior at the Schottky interface of the metal
electrode and substrate. The performance analysis of PAmM and
TCAmMCogniGron-based packet processing stages is shown below;

3.1 PAmM
The energy consumption of PAmMwas analyzed by varying the ap-
plied input and the programmable resistance of the memristor. The
analysis showed that the maximum energy consumption of Nb:STO-
based PAmM is around 0.16 nJ/bit/cell. However, programming the
Nb:STO to high resistance states can provide an operating range
with much lower energy consumption. The lowest energy consump-
tion of Nb:STO-based PAmM is around 0.01 fJ/bit/cell which is at
least 50 times better than the state-of-the-art digital computations
(Tab. 1) [4]. Moreover, PAmM has zero power consumption in the
standby mode due to the non-volatility of Nb:STO.

The analog processing operation of the PAmM for various analog
inputs is shown in Fig. 3. In the given case, the programmed rule is
stored in the range of [0.1, 0.5] V. If the input lies in the range of
[-2, -1] V, voltage 𝑉𝐵 drops the output voltage to zero. For an input
within the range of [-1, 0.1] V, voltage 𝑉𝐵 drops the outputs to an
analog voltage (0-1). Similarly, the output is either 0 or in between
0-1 for input ranges of [1.5, 2.5] V and [0.5, 1.5] V, respectively. The
match line will be high only if both 𝑉𝐴 and 𝑉𝐵 are high.

3.2 TCAmMCogniGron

The energy consumption of TCAmMCogniGron depends on the pro-
grammed memristor state. The minimum energy consumption of
TCAmMCogniGron for the Nb:STO memristor is around 1 fJ/bit/cell
for the highest resistance state. The major reason for the high en-
ergy consumption, as compared to PAmM, is the use of binary mem-
ristive states. Moreover, the high threshold voltage for the output
transistor in TCAmMCogniGron also increases the energy consump-
tion. The mismatch and match operations use different resistance
states and the power consumption varies from 1-16 fJ/bit/cell based
upon the operation. Similar to PAmM, TCAmMCogniGron consumes
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Figure 3: The input-output response of PAmM-based analog
processing by variation in input voltage 𝑉𝐼𝑁 .

zero power in the standby mode due to the use of nonvolatile
Nb:STO. Detailed analysis of TCAmMCogniGron is present in [4].

4 CONCLUSION AND FUTUREWORK
In this paper, we proposed a novel network switching architecture
for supporting digital and analog computations. The proposed ar-
chitecture makes use of a specialized memory, PAmM, for providing
deterministic and probabilistic outputs. Considering the require-
ments of high precision network functions, the architecture also
uses a digital memory, TCAmMCogniGron, for supporting traditional
digital operations. The performance analysis over an experimental
dataset of Nb:STO memristor showed that PAmM-based analog
processing consumes only 0.01 fJ/bit/cell energy. The traditional
digital operations require 1-16 fJ/bit/cell energy based on the match
and mismatch operations. In the future, we will focus on the under-
standing of precision and accuracy of line-rate network functions.
Moreover, we will study the implementation of learning systems
inside memristor-based network switches.
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