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Abstract—Active Queue Management (AQM) algorithms are
heavily used in packet processors to maintain an optimal queue
size and avoid issues like Bufferbloat. Despite the remarkable
performance, the traditional AQM algorithms face a major
challenge of estimating the accurate queue congestion due to
bursty network conditions. The major reason is the use of
baseline queue statistics for congestion estimation like delay and
sojourn time for Random Early Detection (RED) and Controlled
Delay (CoDel), respectively. In this paper, we propose a novel
dAQM algorithm that uses advanced traffic statistics like three
higher-order derivatives of sojourn time and buffer size along
with the baseline sojourn time and buffer size for accurate
congestion estimation. dAQM adjusts its drop rate based on the
continuously varying congestion to cater to the needs of bursty
traffic. We simulated dAQM in ns-3 and analyzed its performance
for FTP traffic by variation in traffic load and packet sizes.
The results showed that dAQM provides at least 25% and
39.7% reduction in packet loss ratio and flow completion time,
respectively, as compared to the traditional AQM algorithms.

Index Terms—Queue Management; Quality of Service; Con-
gestion; Network Management.

I. INTRODUCTION

The network systems use Active Queue Management
(AQM) algorithms to maintain an optimal queue size inside
packet processors [1] [2]. A small queue size increases the
packet losses resulting in poor Quality of Service (QoS) for
end users [3]–[5]. On the contrary, a large queue size increases
the end-to-end delay resulting in issues like Bufferbloat [6]–
[8]. The role of AQM algorithms is to compute the state of
queue congestion and drop the packets. Despite the promising
performance, the current AQM algorithms face a major chal-
lenge of estimating the accurate congestion in bursty network
conditions. The major reason is the use of baseline queue
statistics like EWMA delay and sojourn time for Random
Early Detection (RED) [9] and Controlled Delay (CoDel) [10],
respectively. Moreover, the current AQM algorithms lack
adaptability and the packet drop mechanisms are independent
of the rate of change of congestion in the queues. These
shortcomings motivate the development of algorithms that use
advanced traffic statistics, like the rate of change of congestion,
for computing the Packet Drop Probability (PDP) and adapting
the AQM based on the state of congestion.

Our research focuses on the understanding of advanced
queue statistics like higher-order derivatives of sojourn time

and buffer size for AQM algorithms. In this paper, we develop
a novel Derivative-based Active Queue Management (dAQM)
algorithm that computes the PDP based on the sojourn time,
buffer size, and the three higher-order derivatives of sojourn
time and buffer size. The higher-order derivatives provide the
rate of increase of congestion in the queues. It aids in the
computation of the PDP based on the state of the congestion. It
effectively handles the bursty network traffic by continuously
measuring the state of network congestion. The first-order
derivative of sojourn time provides the rate of increase of
packet delay in the queue. It is directly linked to the increase
in queue congestion. A higher increase corresponds to a higher
PDP and vice versa. Similarly, the second and third-order
derivatives provide the rate of increase of first and second-
order derivatives, respectively. They capture the periods of
bursty network traffic by showing slight variations in packet
delay. The traditional AQM algorithms do not consider the
buffer capacity during PDP computation and require sepa-
rate buffer management algorithms [11]–[14]. Our proposed
dAQM algorithm incorporates the buffer size and its three
higher-order derivatives to drop packets based on the available
buffer capacity. The use of buffer size increases the precision
of PDP and avoids packet losses due to buffer overflows.

Contributions and Research Findings. We develop a
higher-order derivative based AQM algorithm. Our major con-
tributions are three-fold; (1) Development of a novel dAQM
algorithm that uses the sojourn time, buffer size, and the three
higher-order derivatives of sojourn time and buffer size for
PDP computation, (2) Performance analysis of the proposed
dAQM algorithm over variation in traffic loads and packet
sizes for FTP traffic, (3) Understanding of the architecture
and comparison with prior state-of-the-art AQM algorithms.
The analysis over FTP traffic showed that dAQM reduces the
Flow Completion Time (FCT) by at least 39.7% (from 25.4 s
to 15.3 s) as compared to the prior AQM algorithms i.e.,
RED, PIE, CoDel, FQ-CoDel, and COBALT. dAQM reduces
the Packet Loss Ratio (PLR) by at least 25% as compared
to the prior AQM algorithms without any comprimise on
throughput. We proposed three configurations of dAQM based
on the derivative thresholds. The results showed that dAQM
provides the most configurability in PLR, delay, and Queue
Length (QL) based on the application requirements.

© 2024 IEEE. Personal use of this material is permitted. Permission from IEEE must be obtained for all other uses, in any current or future media, including
reprinting/republishing this material for advertising or promotional purposes, creating new collective works, for resale or redistribution to servers or lists, or
reuse of any copyrighted component of this work in other works.

mailto:s.saleh@rug.nl
mailto:s.shu@student.rug.nl
mailto:boris.koldehofe@tu-ilmenau.de


Saad Saleh, Sunny Shu, and Boris Koldehofe. Adaptive In-Network Queue Management using Derivatives of Sojourn Time and Buffer Size. In
Proceedings of the 37th Network Operations and Management Symposium (NOMS 2024), IEEE, 6 pages, 2024.

T
im

e
 s

ta
m

pi
n

g

S
pl

itt
e

r

Fig. 1: The switching architecture for the execution of dAQM.

Paper Organization. Sec-II summarizes the related work.
The system architecture and dAQM algorithm have been
presented in Sec-III. Sec-IV analyzes the performance of
dAQM. Finally, Sec-V concludes the paper.

II. LITERATURE REVIEW

Significant research has been conducted on the understand-
ing of optimal traffic features in computing the PDP for AQM
algorithms based on the state of congestion.

RED uses the Exponential Weighted Moving Average
(EWMA) delay for dropping the packets based on network
congestion [9] [15]. An improvement of RED, called FQ-
RED, handles different traffic classes separately to avoid
unfairness [16]. The major shortcoming of RED is its poor
performance for bursty traffic. The programmability of drop
probability based on delay is another major challenge [10].

CoDel uses the sojourn time for computing the PDP based
on the state of congestion [17]. An improvement called
Fair/Flow Queue CoDel (FQ-CoDel), handles flows separately
based on traffic classes for fairness [18]. However, the drop
mechanism of CoDel is independent of the rate of change of
congestion. In fact, the drop rate aggressively increases with
time until the threshold limit for sojourn time is reached.

Proportional Integral Controller Enhanced (PIE) uses the
PLR for computing the PDP and adjusts its PDP based on the
feedback from the queue [19] [20]. BLUE uses both PLR and
link idle statistics in its estimation of queue congestion [21].
Recently, multiple features have been used in AQM algorithms
to increase the performance. For example, CoDel and BLUE
Alternate (COBALT) combines both CoDel and BLUE for
accurately estimating the congestion [22]. CAKE [23] com-
bines COBALT with a traffic shaper and flow isolation module
to incorporate fair queuing with improved packet handling.
Despite promising performance, these techniques rely heavily
on raw queue statistics and they cannot adapt based on the
continuously varying congestion situation in a bursty network.

Several researches have focused on the use of advanced
traffic statistics for the estimation of congestion state. These
traffic statistics include traffic load pattern [24], buffer size
with delay [25], traffic labels [26], traffic classes (like best
effort, real-time, and low latency) [27], and disturbance ob-
server and smith predictor [28]. Some advanced techniques
used reinforcement learning-based drop decisions [29], policy-
oriented drop probability based on delay and resource uti-
lization [30], and flow statistics-based drop estimation [31].
Many complex approaches have been developed for the tuning

of advanced metrics like reinforcement learning-based metric
tuning [32] [33], model predictive control theory [34], and
reparametrization techniques [35]. A comparison of all the
researches shows that the computation of accurate congestion
state is an open research problem. The higher-order derivatives
of sojourn time and buffer size have not been studied for the
computation of PDP in AQM algorithms.

III. PROPOSED DAQM ALGORITHM

In this section, we present the system architecture and the
details of the higher-order derivative-based dAQM algorithm.

System Architecture. The switching architecture for the
execution of dAQM is shown in Fig. 1. The switch builds
on the traditional PISA architecture based on Match-Action
tables [36]. The incoming packets are stored in the Ingress
Packet Queues. The Parser extracts the packet header fields
and passes them to the Match-Action tables in the ingress
packet processing stages. The Traffic manager splits the traffic
into multiple queues based on traffic classes. It collects the
sojourn time and buffer size for feeding into the dAQM
module. dAQM calculates the PDP and feeds it back to the
packet drop module. The output of dAQM is processed by a set
of egress packet processing stages until ready for processing
by the egress packet queues. dAQM can be implemented in
four possible methods; (1) Programming dAQM inside the
Match-Action tables [37], (2) Using the emerging match-
action frameworks that support more expressive line rate
network functions [38]–[46], (3) Network Function Virtualiza-
tion (NFV)-based software implementation, (4) Programming
dAQM inside an SDN-based controller.

dAQM Algorithm. The processing stages for the execution
of dAQM are shown in Fig. 2. All packets entering the queues
are time-stamped to record the sojourn time. At the dequeue,
sojourn time is measured for every outgoing packet. Buffer
size is measured after fixed intervals to measure queue utiliza-
tion. Based on the sojourn time (s(t)), dAQM calculates the
first (s′(t)), second (s′′(t)), and third-order (s′′′(t)) derivatives
of sojourn time at regular intervals (∆ts) using Eq. 1, Eq. 2 and
Eq. 3, respectively. Similarly, the three higher-order derivatives
of buffer size are computed at regular intervals to estimate the
rate of change of buffer size.

s′(t) =
s(t)− s(t− 1)

∆ts
(1)

s′′(t) =
s′(t)− s′(t− 1)

∆ts
(2)



Saad Saleh, Sunny Shu, and Boris Koldehofe. Adaptive In-Network Queue Management using Derivatives of Sojourn Time and Buffer Size. In
Proceedings of the 37th Network Operations and Management Symposium (NOMS 2024), IEEE, 6 pages, 2024.

TABLE I: The programmed parameters of prior state-of-the-art algorithms and the three configurations of proposed dAQM.

AQM Parameters AQM Parameters
PIE Thdeq = 20 Tupdate= 15 alpha = 0.125 beta = 1.25 CoDel Int= 100 ms Target= 5 ms

COBALT Pdrop= 0 Inc.= 0.08 Dec.= 0.04 BlueTh.= 400 FQ-CoDel Int= 100 ms Target= 5 ms Flows= 1024

RED Thmax= 1000 Thmin= 500 QW= 0.002 Target= 5 ms alpha = 0.01 beta = 0.9

dAQM1 s= 1000 s′= 10 s′′= 10 s′′′= 10 b= 120 p b′= 1 b′′= 10 b′′′= 10
Dr[2]= 0.05 Dr[4]= 0.05 Dr[6]= 0.05 Dr[8]= 0.05 Dr[1]= 0.05 Dr[3]= 0.05 Dr[5]= 0.05 Dr[7]= 0.05

Dd[2]= 400 ms Dd[4]= 400 ms Dd[6]= 400 ms Dd[8]= 400 ms Dd[1]= 400 ms Dd[3]= 400 ms Dd[5]= 400 ms Dd[7]= 400 ms
dAQM2 s= 600 s′= 0.1 s′′= 0.1 s′′′= 0.1 b= 80 p b′= 0.1 b′′=0.1 b′′′=0.1

Dr[2]= 0.5 Dr[4]= 0.5 Dr[6]= 0.5 Dr[8]= 0.5 Dr[1]= 0.5 Dr[3]= 0.5 Dr[5]= 0.5 Dr[7]= 0.5
Dd[2]= 400 ms Dd[4]= 400 ms Dd[6]= 400 ms Dd[8]= 400 ms Dd[1]= 400 ms Dd[3]= 400 ms Dd[5]= 400 ms Dd[7]= 400 ms

dAQM3 s=100 s′=0.01 s′′= 0.01 s′′′= 0.01 b= 20 p b′= 0.01 b′′= 0.01 b′′′= 0.01
Dr[2]= 0.98 Dr[4]= 0.98 Dr[6]= 0.98 Dr[8]= 0.98 Dr[1]= 0.98 Dr[3]= 0.98 Dr[5]= 0.98 Dr[7]= 0.98

Dd[2]= 400 ms Dd[4]= 400 ms Dd[6]= 400 ms Dd[8]= 400 ms Dd[1]= 400 ms Dd[3]= 400 ms Dd[5]= 400 ms Dd[7]= 400 ms
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Fig. 2: The flowchart of the proposed dAQM algorithm.

s′′′(t) =
s′′(t)− s′′(t− 1)

∆ts
(3)

In the next stage, dAQM matches the higher-order deriva-
tives with the programmed predicates which contain the
thresholds of derivative limits (T1, T2, etc.). Since higher-order
derivatives show major fluctuations in delay (unlike the lower-
order derivatives), the match process assigns higher priority to
higher-order derivatives than lower-order ones. The packets
matching the programmed predicates are marked for packet
drops. The rest of the packets are forwarded to the output
port. The packets are dropped based on the matched derivative
thresholds. dAQM contains the programmed drop rates (Dr)
and drop durations (Dd) against all matched predicates. After
packet drops, the state of congestion is measured again to
update the drop rates and durations.

IV. MODELING AND PERFORMANCE ANALYSIS

In this section, we present the modeling and performance
analysis of the proposed dAQM algorithm.

TABLE II: Simulation parameters of the network.

Parameter Value Parameter Value
Clients/Servers 100/5 Pkt Size 1400 B

Link Bandwidth 2 Gbps Link Latency 1 ms
Trans. Rate (pc.) 10/5/1.5/0.128/0.08 Mbps Buffer Size 2000 p

CBR ON/OFF=1/0s VBR ON/OFF=1/1.5s

A. dAQM ns-3 model

The simulation model for dAQM has been built in ns-3 [47].
The network consists of 100 clients communicating with 5
servers through a common switch. The switch uses the dAQM
with a fair-queuing mechanism to handle various flows in
separate queues. Constant Bit Rate (CBR) distribution model
was used for simulating FTP traffic. In order to understand the
performance improvements, the traditional AQM algorithms
including RED, PIE, CoDel, FQ-CoDel, and COBALT were
also simulated. All AQM algorithms were optimized for max-
imum throughput. In consistent with prior researches [48]–
[53], the performance parameters of the various AQM algo-
rithms and simulation setup are shown in Tab-I and Tab- II,
respectively. dAQM was programmed in 3 configurations i.e.,
dAQM1, dAQM2, and dAQM3. dAQM3 was programmed with
the lowest derivative thresholds. It drops packets with slight
variations in delays. dAQM2 and dAQM1 had higher derivative
thresholds to cater to the traffic that can handle higher delays.

B. Performance analysis

The performance of dAQM was analyzed by variation in
traffic loads and packet sizes for FTP traffic.

Increasing the traffic load. Fig. 3 presents the perfor-
mance of dAQM in comparison to prior AQM algorithms by
increasing the traffic load from 50 kbps to 10 Mbps (100%)
for FTP traffic. The results show that dAQM1 reduces the
PLR by at least 25% as compared to the state-of-the-art AQM
algorithms. All AQM algorithms have been programmed for
maximum throughput. COBALT shows high throughput but it
provides high PLR at heavy traffic loads. High PLR makes its
deployment infeasible for traffic classes demanding low PLR.
Among other protocols, RED has the highest QL and sojourn
time that also increase the end-to-end delay. A comparison
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Fig. 3: Performance of dAQM with an increase in load for
FTP traffic with CBR distribution model.

shows that all dAQM configurations have minimal QL and
sojourn time. Moreover, dAQM provides the capability of
multiple configurations that can handle different traffic classes
for improving the QoS of end users.

Decreasing the packet sizes. The packet sizes of network
traffic vary depending on the applications. In order to under-
stand the impact of variation in packet sizes, the performance
of dAQM was analyzed for packet sizes from 50 B to 1500 B.
The performance analysis is shown in Fig. 4. The results show
that dAQM1 provides the lowest PLR as compared to all other
protocols. Since all AQM algorithms have been programmed
for maximum throughput, there is very minimal variation
in the throughput of various protocols except for COBALT.
COBALT provides high throughput for optimal load but its
PLR is higher than the dAQM. RED has the highest QL and
sojourn time which also increases the end-to-end delay.

Statistical Analysis of dAQM. Tab-III presents the sta-
tistical analysis of dAQM with prior AQM algorithms. The
results show that dAQM reduced the FCT from 39.7%-49.3%
as compared to the state-of-the-art protocols. dAQM2 has an
FCT of 15.3 s, while FCTs of traditional protocols vary from
25.4 s to 30.2 s. Moreover, dAQM also has the lowest PLR.
Only COBALT provides a lower delay than dAQM but it has
twice the PLR and a very large FCT (25.7 s). The statistical
analysis shows that dAQM can avoid excessive packet losses
and manage the congestion by providing the lowest FCT.

Fig. 4: Performance of dAQM with a decrease in packet size
for FTP traffic with CBR distribution model.

TABLE III: Performance statistics for FTP-based dAQM.

AQM Delay (ms) TP (kbps) QL (pkts) ST (ms) PLR % FCT (s)
RED 2403.5 263.6 677.5 13166.8 0.4 30.2
PIE 1908.4 225.9 94.5 809.9 0.6 29.2

CoDel 1349.2 221.2 103.8 593.5 0.5 27.8
FQ-CoDel 1955 206.7 303.7 2911.1 0.6 25.4
COBALT 668.2 302.3 67.2 78.7 0.6 25.7
dAQM1 1082.5 292.7 122.9 394.5 0.3 15.4
dAQM2 1138.1 278.2 144.5 1191.8 0.5 15.3
dAQM3 1341 291.5 124.5 443.2 0.5 15.8

V. CONCLUSION AND FUTURE WORK

In this paper, we proposed a novel dAQM algorithm for
queue management in packet processors. dAQM uses the
sojourn time, buffer size, and the three higher-order derivatives
of sojourn time and buffer size for PDP computation. The
performance analysis showed that dAQM reduced the FCT and
PLR by up to 49.3% and 50%, respectively, as compared to
the traditional AQM algorithms. In the future, we will focus on
the understanding of the performance of dAQM by variation
in traffic distribution models and traffic classes. Moreover, we
will study the programmability of optimal features of dAQM.
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