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The purpose of this note is to prove the following theorem.

Let 𝑁 be a network (or linear graph) such that at each node not more than 𝑛 lines
meet (where 𝑛 > 2), and no line has both ends at the same node. Suppose also that no
connected component of 𝑁 is an 𝑛-simplex. Then it is possible to colour the nodes
of 𝑁 with 𝑛 colours so that no two nodes of the same colour are joined.

An 𝑛-simplex is a network with 𝑛+1 nodes, every pair of which are joined by one
line.

𝑁 may be infinite, and need not lie in a plane.
A network in which not more than 𝑛 lines meet at any node is said to be of degree

not greater than 𝑛. The colouring of its nodes with 𝑛 colours so that no two nodes of
the same colour are joined is called an “𝑛-coloring”.

Without loss of generality we may suppose that 𝑁 is connected, for otherwise the
theorem can be proved for each connected component; and that it is not a simplex.
With these suppositions, 𝑁 is finite or enumerable, both as regards nodes and lines.

Now we can (𝑛+1)-colour 𝑁 with colours 𝑐0, 𝑐1, . . . , 𝑐𝑛, by giving to each node
in turn a colour different from all those already assigned to nodes to which it is
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directly joined. We can then apply the following operations, in which the colours of
directly joined nodes remain distinct.

(1) A node directly joined to not more than 𝑛−1 colours can be recoloured not-𝑐0.
(In the term “recolouring” we include for convenience the case in which no colour
is altered.) In particular, a node directly joined to two nodes of the same colour may
be recoloured not-𝑐0.

(2) If 𝑃 and 𝑄 are directly joined they can be recoloured without altering any
other nodes, so that 𝑃 is not-𝑐0. For neglecting the join 𝑃𝑄, we may recolour 𝑃
not-𝑐0, by (1); and 𝑄 can then be recoloured (possibly 𝑐0).

(3) Let 𝑃,𝑃′, 𝑃′′, . . . ,𝑄 be a path, i.e. suppose every consecutive pair of nodes
directly joined. Then we can recolour 𝑃,𝑃′, . . . ,𝑄 successively, without altering any
other nodes, so that at most 𝑄 has finally the colour 𝑐0.

Corollary 1. If 𝑁 is finite, choose 𝑄 arbitrarily in 𝑁 . Since there is a path join-
ing 𝑄 to every node 𝑃 in 𝑁 , we can recolour 𝑁 with at most the node𝑄 coloured 𝑐0.

Corollary 2. If 𝑁 is infinite, let 𝐹 be any connected finite part, and 𝑄 a node
directly joined to, but not in, 𝐹. Then we can recolour 𝐹 and 𝑄 so that no node of 𝐹
is coloured 𝑐0.

PROOF OF THE MAIN THEOREM FOR A FINITE NETWORK

Case 1. If any node 𝑋 meets fewer than 𝑛 lines, we can 𝑛-colour 𝑁 . For let 𝑁 be
(𝑛 + 1)-coloured, with at most the node 𝑋 coloured 𝑐0. Then by (1), 𝑋 also can be
recoloured not-𝑐0.

Case 2. Suppose that if 𝑃,𝑄, 𝐴, 𝐵 are any four distinct nodes, there is a path from
𝑃 to 𝑄 not including 𝐴 or 𝐵

Since 𝑁 is not a simplex, we can find nodes 𝑃,𝑄 not directly joined. Let 𝑁 be
(𝑛+1)-coloured so that only 𝑄 is coloured 𝑐0. Then 𝑃 and all nodes directly joined
to it are not-𝑐0. Either 𝑃 meets fewer than 𝑛 lines, when 𝑁 may be 𝑛-coloured by
case 1, or there are two nodes 𝐴, 𝐵 directly joined to 𝑃, which have the same colour.
But there is a path joining 𝑃 to 𝑄, not including 𝐴 or 𝐵. Hence, by (3), 𝑁 can be
recoloured, without altering 𝐴 or 𝐵, so that at most 𝑃 is coloured 𝑐0. Since 𝐴 and 𝐵
have the same colour, 𝑃 can be recoloured not-𝑐0, by (1). Thus 𝑁 is 𝑛-coloured.
Case 3. Suppose there exist distinct nodes 𝑃,𝑄, 𝐴, 𝐵, such that every path from 𝑃 to
𝑄 passes through 𝐴 or 𝐵.

Then consider the networks, contained in 𝑁 , with the following specifications:

𝑁1. Nodes: 𝑃, and all nodes joined to 𝑃 by some path not passing through 𝐴 or 𝐵
as an intermediate point.
Lines: all lines connecting the above nodes in 𝑁 .

𝑁2. Nodes: A, B, and all nodes not in 𝑁1.
Lines: all lines connecting the above nodes in 𝑁 .
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Thus 𝑁1 and 𝑁2 are connected non-null networks, together making up the whole
network 𝑁 , and having in common at least one of the nodes 𝐴, 𝐵, and at most 𝐴, 𝐵,
and any lines 𝐴𝐵. Therefore, if 𝑚𝑖 is the number of lines in 𝑁𝑖 , and 𝑚0 is the number
of lines in 𝐴𝐵,

𝑚1 +𝑚2 ≤ 𝑚0 +𝑛. (A.1)

Clearly, 𝑁1 and 𝑁2 have degree not exceeding 𝑛.
There are three subcases, 3.1, 3.2 and 3.3.

Case 3.1. Suppose 𝑁1 and 𝑁2 have only one node, say 𝐴, in common. Then in
each of them, the node 𝐴 meets fewer than 𝑛 lines. Thus by case 1, 𝑁1 and 𝑁2 may
be 𝑛-coloured; and if we permit the colours of 𝑁2 so that the colours of 𝐴 in 𝑁1 and
𝑁2 become the same, the whole network 𝑁 is 𝑛-coloured.

Case 3.2. One of 𝑁1 and 𝑁2 (say 𝑁1), is such that when the line 𝐴𝐵 is added it
becomes an 𝑛-simplex.

𝑁1 can be 𝑛-coloured by assigning arbitrary colours to the 𝑛−1 nodes other than
𝐴 and 𝐵, and the remaining colour to 𝐴 and 𝐵. By (A.1) there is just one line in
𝑁2 meeting 𝐴 and just just one meeting 𝐵 or case 3.1 holds. Thus if 𝐴 and 𝐵 were
identified in 𝑁2, there would still (since 𝑛 > 2) be fewer than 𝑛 lines meeting 𝐴 (= 𝐵).
Hence by case 1 the resulting network can be 𝑛-coloured.

Case 3.3. Neither 𝑁1 nor 𝑁2 becomes an 𝑛-simplex on adding a join 𝐴𝐵.
Suppose they become 𝑀1 and 𝑀2 respectively by this addition. Then 𝑀1 and 𝑀2

each contain fewer nodes than 𝑁 , and by (A.1) they are of degree not greater than 𝑛.
(If not we should have case 3.1.)

If 𝑀1 and 𝑀2 are 𝑛 colourable so is 𝑁 . For since both contain a line 𝐴𝐵, in any
𝑛-colouring 𝐴 must have a different colour from 𝐵 in each network. We can permute
the colours of 𝑀1 so that the colours of 𝐴 and 𝐵 are the same as in 𝑀2, and then by
combination obtain an 𝑛-colouring of 𝑁 .

Thus if 𝑁 is a finite network of degree not exceeding 𝑛, and is not an 𝑛-simplex,
either it is 𝑛-colourable, or it is 𝑛-colourable if two networks which satisfy the same
conditions, but have fewer nodes, are 𝑛-colourable. Now it is obvious that the theo-
rem is true for a network with less than four nodes. Therefore, by induction over the
number of nodes, 𝑁 is always 𝑛-colourable.

INFINITE NETWORKS

If 𝐹 is a network or a set of nodes in 𝑁 , we denote by 𝑁−𝐹 the network composed
of the nodes of 𝑁 not in 𝐹, and the lines of 𝑁 neither end of which is in 𝐹.

LEMMA. For each positive 𝑟 we can find a connected finite network 𝐹𝑟 such that

(i) the connected component of 𝑁 −𝐹1 −𝐹2 − · · ·−𝐹𝑟 are infinite for all 𝑟.
(ii) every node of 𝑁 lies in one and only one 𝐹𝑟 .

Let the nodes of 𝑁 be enumerated as 𝑃1, 𝑃2, 𝑃3, . . ., and let 𝐹𝑟 be defined induc-
tively as follows.
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When 𝐹𝑠 has been chosen, for 𝑠 < 𝑟 (or without any choice when 𝑟 = 1), let
𝑅𝑟 be the first 𝑃𝑚 not in any 𝐹𝑠 . Suppose further that the connected components
of 𝑁 − 𝐹1 − 𝐹2 − · · · − 𝐹𝑟−1 are infinite. Then all the finite connected components
of 𝑁 − 𝐹1 − 𝐹2 − · · · − 𝐹𝑟−1 − 𝑅𝑟 must contain a node directly joined to 𝑅𝑟 in 𝑁 .
Therefore the number of these components cannot exceed 𝑛, and at least one infinite
component of 𝑁 −𝐹1 −𝐹2 − · · ·−𝐹𝑟−1 − 𝑅𝑟 contains a node joined by a line to 𝑅𝑟 .

Take 𝐹𝑟 to be the “logical sum” of 𝑅𝑟 , all finite connected components of 𝑁−𝐹1−
𝐹2 − · · · −𝐹𝑟−1 − 𝑅𝑟 , and all lines joining them in 𝑁 . Thus 𝐹𝑟 is a finite connected
network, and has no node in common with 𝐹𝑠 , for 𝑠 < 𝑟. Further, the connected
components of 𝑁 −𝐹1 −𝐹2 − · · ·−𝐹𝑟 are simply the infinite components of 𝑁 −𝐹1 −
𝐹2 − · · ·−𝐹𝑟−1 − 𝑅𝑟 . The inductive construction is therefore complete.

By the method of choosing 𝑅𝑟 , 𝑃𝑚 must lie in some 𝐹𝑠 (𝑠 ≤ 𝑚).
A node 𝑄𝑟 can be chosen in an infinite connected component of

𝑁 −𝐹1 −𝐹2 − · · ·−𝐹𝑟−1 − 𝑅𝑟 ,

so that 𝑄𝑟 is directly joined in 𝑁 to 𝑅𝑟 , which lies in 𝐹𝑟 . Thus 𝑄𝑟 does not lie in 𝐹𝑠 ,
if 𝑠 ≤ 𝑟.

Now 𝑁 can be (𝑛+1)-coloured; and by (3), corollary 2, we can recolour 𝐹𝑟 in 𝑛
colours, altering only 𝐹𝑟 and 𝑄𝑟 , i.e. not altering 𝐹𝑠 for 𝑠 < 𝑟. Thus we can recolour
𝐹1, 𝐹2, . . ., in turn in 𝑛 colours, each recolouring not affecting the nodes already
recoloured: that is, we can 𝑛-colour 𝑁 .

TRINITY COLLEGE
CAMBRIDGE

A.2 Rowland Leonard Brooks 1916–1993

R. L. Brooks was born on 6 February 1916 in Lincolnshire, England, and he died 18
June 1993 in London. He studied mathematics at the University of Cambridge from
1935. In Cambridge he met Cedric A. B. Smith, Arthur H. Stone and William T.
Tutte, who all became life-long friends. Also, the four were close friends of Blanche
Descartes. In November 1940 Tutte communicated Brooks’ paper [173], containing
what later became famous as Brooks’ Theorem, to the Cambridge Philosophical
Society. After finishing his studies at Cambridge, Brooks worked as an income-tax
inspector in London. He kept a strong interest in mathematics throughout his life. A
joint paper [177] by the Trinity 4, Brooks, Smith, Stone and Tutte, on determinants
and current flows in electrical networks was published in the Julius Petersen volume
100 of Discrete Mathematics in 1992. In 1940 the four had published their paper
[175] on the dissection of rectangles into squares in volume 7 of Duke Mathematical
Journal, see also [176]. The 1992 paper [177] may be seen as a sequel.
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Cedric A. B. Smith sent each year a Christmas letter to his friends, containing
thoughts, history, happenings and interesting quotations from the year that had
passed. We shall take the liberty to quote from these letters.

From Cedric A. B. Smith’s Christmas letter 1992:
Some 56 years ago there were three mathematics students, Arthur, Leonard and

Cedric, who were friends. They were joined by a chemist, Bill, when he was not
doing experiments. Arthur said, ”I’ve heard about a problem. Show that you can
not divide a (geometric) square into squares of all different sizes.” Sounds easy.
Doesn’t it? They quickly discovered that if you take 9 squares, with sides 1, 4, 7,
8, 9, 10, 14, 15, 18, you can fit them together, like a jigsaw, to make what looks
exactly like a square. Try it for yourself. But if you add up the sides, alas, they are
just slightly different – it is a rectangle, pretending to be a square. They did not
know it, but it had been found many years before by a Pole, named Moron. Just
as many of the most famous musicians are German or Italian, so, for no obvious
reason, many distinguished mathematicians are Polish or Hungarian. But to return
to the point. For 3 years Arthur, Leonard, Cedric and Bill worked hard, producing
many rectangles filled with unequal squares, but never one which looked remotely
like a square, and never any hint as to why a square was impossible. Leonard tried
a jigsaw on his mother, who put it together unexpectedly differently. Surprising, but
not solving our problem. But one day Arthur suggested to Cedric, ”if only we make
it sufficiently complicated (following a certain plan) we might succeed.” There were
no nice pocket calculaters then, but after 3 days hard calculations on paper, there
really and truly was before them a square divided into unequal squares. Arthur and
Cedric invited Leonard and Bill to coffee, saying ”we have something to show you”.
But Leonard insisted we should have coffee with him. So Arthur and Cedric carefully
drew the divided square on paper, went over to Leonard’s rooms, walked in and
said ”look at this”. But Leonard came towards them, holding a piece of paper, and
said ”look at this”. And on it was another square divided into unequal squares in a
different way. Cheers!

From Cedric A. B. Smith’s Christmas letter 1993:
Cedric’s great ambition was to go to Cambridge to study mathematics. He was

thrilled to go to his very first lecture, on geometry. Perhaps you think that geometry
is about squares and triangles, circles and spheres, cones, and all that sort of thing.
Cedric thought so too. But the lecturer talked about adding points together, and
multiplying points by numbers. At the end of the lecture, Cedric turned to the young
man next to him, and said ”That was very confusing”. ”No”, replied his companion,
”I thought it was a very good lecture. When is the next lecture?” – ”at 11” – ”No, it’s
at 10”. – They went together into the lecture room. But by a misprint in the timetable,
they had walked into an advanced lecture. But, happily, they were blissfully unaware
of that, because the lecturer had so thick a Russian accent that for half an hour they
literally did not understand one word he said. Later on in the term, when the class
roared with laughter at some awful distortion of some word, the lecturer sternly
explained, ”Yew may laff. Baat feefty meelion people speak yore kind of Eengleesh.
Fife haandred meelion people speak my kind of Eengleesh”. Anyway, Cedric found
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that his new friend was called Leonard Brooks. And that was the start of a friendship
to last over 57 years. Recently Leonard had been developing on his computer some
ideas about the representation of numbers which could be made to produce some
dazzling colored patterns. On June 15, this summer, he and Cedric were to have
lunched together. But at the last minute he found that it was not possible, and it
was put off a week, to June 22. Then it suddenly occurred to Cedric how one could
produce a lot of unexpected Brooks patterns, and he worked hard to get them ready
to show Leonard on the 22nd. But at the Saturday before that, Leonard’s wife Gladys
rang up to say that he had quite unexpectedly had a bad heart attack. And he had
not survived to see the new pattern.

In a private letter Cedric A. B. Smith, July 2001, said:
Leonard was rather a shy person, and he did not want his photograph published,

which is why it is difficult to find a photo of him.

A.3 Brooks’ Theorem and Beyond

It took several years for Brooks’ theorem to become widely known. In the late 1940s
Gabriel Andrew Dirac, influenced by Peter Ungar and supervised by Richard Rado,
took up graph coloring theory in his doctoral studies at King’s College, University
of London. The title of his thesis, submitted in 1951, is On the Colouring of Graphs.
Combinatorial Topology of Linear Complexes. In the thesis Dirac defined critical
graphs and rediscovered Brooks’ theorem. The external examiner Cedric A. B.
Smith made Dirac aware of Brooks’ 1941 paper, which led to some small changes in
the final version (Senate House Library, University of London). In particular, Dirac’s
proof of Brooks’ theorem was deleted from the thesis. Thereafter, through Dirac’s
papers in the 1950s, Brooks’ theorem became well known and the cornerstone of
abstract graph coloring. To this day, Brooks’ 1941 paper [173] is stimulating for
many mathematicians; see the two surveys of Brooks’ theorem, one by Stiebitz and
Toft [976] and another by Cranston and Rabern [260].

Over time, several authors have published alternative proofs of Brooks’ theorem
that have some advantages compared to the original proof and to those published by
other authors. The first new proof of Brooks’ theorem was published by Gerencsér
[413] in 1965, but only in Hungarian. Gerencsér’s proof is by contradiction; so let
𝐺 be a counterexample to Brooks’ theorem whose order is minimum. Then 𝐺 is
Δ-regular, 𝐾Δ+1 � 𝐺, and every induced subgraph of 𝐺 except 𝐺 itself has a Δ-
coloring, where Δ ≥ 3. First, note that 𝐺 does not contain a 𝐾−

Δ+1 (a 𝐾Δ+1 minus an
edge) as a subgraph. For otherwise, if 𝐷 = 𝐾Δ+1 − 𝑣𝑤 ⊆ 𝐺, then 𝐺′ = 𝐺 −𝑉 (𝐷) has
a Δ-coloring. Since both 𝑣 and 𝑤 have only one neighbor in 𝐺′, we can extend this
Δ-coloring by first coloring 𝑣 and 𝑤 the same color and then coloring the remaining
Δ− 1 vertices of 𝐷. This results in a Δ-coloring of 𝐺, giving a contradiction. Let
𝐼 be a maximum independent set of 𝐺. Then 𝐺 − 𝐼 has maximum degree at most
Δ− 1. If no subgraph of 𝐺 − 𝐼 is a 𝐾Δ if Δ ≥ 4 and an odd cycle if Δ = 3, then the
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minimality of 𝐺 implies that 𝐺− 𝐼 has a (Δ−1)-coloring and so 𝐺 has a Δ-coloring,
a contradiction. It remains to consider the case that 𝐺 contains an induced subgraph
𝐾, where 𝐾 = 𝐾Δ if Δ ≥ 4 and 𝐾 is an odd cycle if Δ = 3. Since 𝐾−

Δ+1 � 𝐺 and 𝐺 is
Δ-regular, we obtain that each vertex of 𝐾 has exactly one neighbor in𝐺′ =𝐺−𝑉 (𝐾)
and there are at least two different such neighbors, say 𝑢 and 𝑤. Then 𝐺′ + 𝑢𝑤 has
a Δ-coloring 𝜑 (since 𝐺 is a minimum counterexample). By using a simple list
coloring argument, it is easy to show that 𝜑 can be extended to a Δ-coloring of 𝐺, a
contradiction. Gerencsér’s proof was rediscovered by Rabern [842]; the case Δ = 3
of Gerencér’s proof was also obtained by Dirac [298, Theorem 2]. Rabern [839] gave
a refinement of Gerencér’s proof presented in Section 1.2.

The list of papers giving alternative proofs of Brooks’ theorem keeps growing, see
the journal papers [75], [141], [183], [195], [367], [377], [413], [500], [694], [731],
[746], [817], [839], [842], [888], [945], [979], [1043], and [1088]. A second group of
papers provide proofs of results that directly imply Brooks’ theorem, see e.g. [148],
[355], [397], [636], [653], [948], [1012], and [1051]. For instance, Gallai’s result
in [397], saying that the low vertex subgraph of a critical graph is a Gallai forest,
immediately implies Brooks’ theorem. Borodin [148, 149] as well as Erdős, Rubin,
and Taylor [355] proved a choosability version of Brooks’ theorem.

The algorithmic aspects of Brooks’ theorem have also been studied extensively,
for classical algorithms, but also for PRAM algorithms and LOCAL algorithms;
see the following papers for corresponding results and further references: Panconesi
and Srinivasan [796], Assadi, Kumar, and Mittal [72], and Fischer, Halldórsson, and
Maus [373].

Brooks also proved his theorem for locally finite graphs. Schmerl [900] gave
a different proof, by constructing a recursive set hitting all maximum cliques; a
shorter proof of Schmerl’s result was given by Tverberg [1044]. Conley, Marks, and
Tucker-Drop [254] examines measurable generalizations of Brooks’ theoem.

To date, there are probably several hundred papers related to Brooks’ theorem;
most of these papers deal with generalizations of Brooks’ theorem to other coloring
parameters or with strengthening of Brooks’ theorem. Already in the 1950s, Dirac
noticed that the inequality 2ext(𝑘,𝑛) ≥ (𝑘 − 1)𝑛 + 1 for 𝑛 > 𝑘 ≥ 4 is equivalent to
Brooks’ theorem, but far from optimal. However, more than half a century passed
before Kostochka and Yancey asymptotically determined the function ext(𝑘,𝑛) for
any fixed 𝑘 ≥ 4, see Chapter 5. What remains is a complete proof of Ore’s conjecture
that ext(𝑘,𝑛) = ore(𝑘,𝑛).

Let us briefly discuss a precoloring extension version of Brooks’ theorem. For a
graph 𝐺 and a vertex set 𝑃 ⊆ 𝑉 (𝐺), let

mpd(𝑃 : 𝐺) = min{dist𝐺 (𝑢, 𝑣) | 𝑢, 𝑣 ∈ 𝑃, 𝑢 ≠ 𝑣}.

Note that mpd(𝑃 : 𝐺) ≥ 2 if and only if 𝑃 is an independent vertex set in 𝐺. Let 𝑆
be a set of colors. Following Brooks, a coloring 𝜑 : 𝑉 (𝐺) → 𝑆 of the vertices of 𝐺
with colors from 𝑆 so that no two vertices of the same color are joined by an edge is
called an 𝑆-coloring of 𝐺. A mapping 𝐿 : 𝑉 (𝐺) → 2𝑆 is called a 𝑘-assignment for
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𝐺 (with color set 𝑆) if |𝐿(𝑣) | ≥ 𝑘 for every vertex 𝑣 of 𝐺. An 𝐿-coloring of 𝐺 is an
𝑆-coloring of 𝐺 such that 𝜑(𝑣) ∈ 𝐿(𝑣) for every vertex 𝑣 ∈ 𝑉 (𝐺).

The following result was obtained by Albertson, Kostochka, and West [39] and,
independently, by Axenovich [73], answering a question proposed by Albertson at
the Southeastern Conference on Graph Theory, Combinatorics and Computing, Boca
Raton, March 2002 (see [73, Reference 1]).

Theorem A.1 (Axenovich / Albertson, Kostochka, West) Let𝐺 be a graph with
maximum degree Δ ≥ 3 not containing 𝐾Δ+1 as a subgraph, let 𝑃 be a vertex set in 𝐺
such that mpd(𝑃 : 𝐺) ≥ 8, and let 𝐿 be a Δ-assignment for 𝐺. Then every 𝐿-coloring
of 𝐺 [𝑃] can be extended to an 𝐿-coloring of 𝐺.

As pointed out in [39] the distance threshold 8 in Theorem A.1 is sharp even
for the constant list assignments. Let 𝑘 ≥ 3, and let 𝐻 be a graph obtained from
𝐾𝑘+1 − 𝑢𝑣 by adding a vertex 𝑤 and joining 𝑤 to 𝑣; note that 𝑤 is the only vertex
having degree 1 in 𝐻 and 𝑢 is the only vertex having degree 𝑘 −1 in 𝐻. Let 𝐺 be the
graph obtained from 𝑘 (disjoint) copies of 𝐻 by adding all possible edges between
the vertices of degree 1, let 𝑃 be the set of of vertices having degree 𝑘 −1, and let
𝑆 = {1,2, . . . , 𝑘} be a set of 𝑘 colors. Then it is easy to check that 𝐺 has maximum
degree Δ = 𝑘, mpd(𝑃 : 𝐺) = 7, and there is no coloring 𝜑 of 𝐺 with color set 𝑆 such
that 𝜑(𝑢) = 1 for all vertices 𝑢 ∈ 𝑃.

The following strengthening of Theorem A.1 was obtained by Rackham [843];
again the new distance threshold is sharp.

Theorem A.2 (Rackham) Let 𝐺 be a connected graph with maximum degree Δ ≥ 3
not containing𝐾−

Δ+1 as a subgraph, let𝑃be a vertex set in𝐺 such that mpd(𝑃 :𝐺) ≥ 4,
and let 𝐿 be a Δ-assignment for 𝐺. Then every 𝐿-coloring of 𝐺 [𝑃] can be extended
to an 𝐿-coloring of 𝐺.



Appendix B
Tutte’s Lecture from 1992

B.1 Fifty Years of Graph Colouring

W. T. Tutte

Friday, June 26, 1992

I learned the Four Colour Problem from school, when I borrowed Rouse Ball’s
”Mathematical Recreations and Essays” from the school library. At the University,
in the late Thirties I sought more information. I learned that workers on the problem
were studying irreducible configurations. Every so often a paper would appear giving
new reducible configurations and raising the minimum number of faces for a 5-
chromatic planar cubic map.

I learned also that Hassler Whitney had posed colouring problems for graphs in
general. He sought colourings of the vertices of a graph in 𝑛 colours so that no two
of the same colour were adjacent [here Tutte refers to the paper [1068]].

I played with colouring problems myself, with no significant result. But my fellow-
student, Leonard Brooks, asked me to check the proof of his memorable theorem, and
I had the honour of transmitting his paper to the Cambridge Philosophical Society.
It was published in their mathematical Proceedings in 1941. Let me remind you of
what this theorem says. If a [connected] graph 𝐺, with no loops or multiple joins,
cannot be coloured in 𝑛 colours, where 𝑛 > 2, then either 𝐺 is a complete graph of
𝑛+1 vertices or it has a vertex whose valency exceeds 𝑛. All graphs of this lecture
are to be without loops or multiple joins.

Some time before I began my Ph. D. work in 1945 I learned of two conjectures
that would, if valid, generalize Brooks’ Theorem. There was the conjecture of Hajós,
that every graph not colourable in 𝑛 colours must contain a subdivision of a 𝐾 (𝑛+1),
that is of a complete graph on 𝑛 + 1 vertices. But as we know this conjecture was
disproved by P. A. Catlin in a paper of 1979 (J. Combinatorial Theory). Then there
was a conjecture of H. Hadwiger, that every graph not colourable in 𝑛 colours could
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be changed, by deleting some edges and contracting others, into a𝐾 (𝑛+1). Nowadays
we would express this condition by saying that the graph must have 𝐾 (𝑛 + 1) as a
”minor”. Another way of putting it is to say that the graph must have 𝑛+1 disjoint
connected subgraphs, each being joined to each of the others to an edge. As far as I
know Hadwiger’s Conjecture still stands.

The Conjectures of Hajós and Hadwiger were of interest because each implied
the Four Colour Conjecture.

Some time in the Fifties I learned of Hajós’ Theorem. Then I had it explained
to me by Hajós himself. That would have been at a Hungarian Conference in 1959.
Hajós Theorem was a disappointment to its discover, it seemed to promise so much
and yet achieved so little. It had little publicity, and yet I want to expand upon it
in this lecture. I will give you a version of the Theorem that I believe to be a little
stronger than the one first presented. Let 𝑛 be a fixed integer greater than 2. Let us
define an ”achrome” as a graph that cannot be coloured in 𝑛 colours., and a ”minimal
achrome” as an achrome that does not contain another as a proper subgraph. The
complete graph 𝐾 (𝑛+1) is the simplest achrome, and it is clearly minimal. It is easy
to show that a minimal achrome must be connected and non-separable. Hajós was
interested in operations that changed an achrome, or a pair of achromes , into a new
achrome.

For example let 𝐺 be an achrome in which there are two non-adjacent vertices 𝑝
and 𝑞. Let 𝐻 be the graph got from 𝐺 by identifying 𝑝 and 𝑞 to make a new vertex 𝑟.
Any digons introduced by this operation are to be replaced by single edges. Then 𝐻
is another achrome, for any 𝑛-colouring of 𝐻 would determine one of 𝐺 in which 𝑝
and 𝑞 had the same colour. We say that 𝐻 is formed from 𝐺 by the Hajós operation
of ”vertex–identification”.

Now consider two disjoint achromes 𝐽 and 𝐿. Let 𝐸 be an edge of 𝐽 with ends 𝑝
and 𝑞. Deleting 𝐸 from 𝐽 we obtain a graph 𝐽 (1). Of this we can assert that in any
𝑛-colouring 𝑝 and 𝑞 must have the same colour. Now let us construct a graph 𝐿(1) by
splitting a vertex 𝑣 of 𝐿 into two new vertices 𝑥 and 𝑦. Each edge originally incident
with 𝑣 is to be incident with one of the new vertices 𝑥 and 𝑦, but not with both.
Incidences of edges with other vertices are remain unchanged. We can assert that in
any 𝑛-colouring of 𝐿(1) the vertices 𝑥 and 𝑦 must have different colours. We now
unite 𝐽 (1) and 𝐿(1) to form a single graph 𝑀 by identifying 𝑝 with 𝑥 and 𝑞 with 𝑦, no
other vertex–identifications being made. Evidently 𝑀 is an achrome. We refer to the
construction of 𝑀 from 𝐽 and 𝐿 as the Hajós operation of ”achrome–junction”.Hajós
was interested in the achromes that could be constructed from copies of 𝐾 (𝑛 + 1)
by repeated application of his two operations. In his Theorem he asserts that every
minimal achroma could be constructed in this way.

Actually that is a weakened form of the Theorem. Hajós required, for the operation
of achrome–junction, that neither 𝑥 nor 𝑦 should be isolated in 𝐿. But now I will
state a version that I believe to be stronger than Hajós’ original.

Let us say that an achrome 𝐺 is ”H–decomposable” if it is the union of two
subgraphs 𝐽 (1) and 𝐿(1) having two common vertices 𝑥 and 𝑦 such that the following
conditions are fulfilled.
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(i) J(1) becomes an achrome 𝐽 when its vertices 𝑥 and 𝑦 are joined by a new edge
𝐸 .

(ii) L(1) becomes a minimal achrome 𝐿 when its vertices 𝑥 and 𝑦 are identified.

We then say that {𝑥, 𝑦} is the ”junctive pair” of the H–decomposition, that 𝐽 (1)
is the first ”part” and 𝐿(1) its second, and that 𝐽 is its first ”constituent” and 𝐿 its
second.

If 𝐺 satisfies these conditions it is obtainable by Hajós’ operations from 𝐽 and
𝐿, first an achrome–junction with joining vertices 𝑥 and 𝑦 and then appropriate
vertex–identifications, each of a vertex of 𝐽 (1) with a vertex of 𝐿(1).

Next we define recursively a class of ”H–constructible” graphs. The rules are as
follows.

(iii) The achrome 𝐾 (𝑛+1) is H–constructible.
(iv) An achrome 𝑀 is H-constructible if it is non-separable and has a H–

decomposition whose constituent achromes are H–constructible.

This recursively definition makes it clear that every H–constructible achrome is
non-separable, but not that every such achrome is minimal.

So a graph is H–constructible if and only if it can be reduced to a set of copies of
𝐾 (𝑛+1) by a number of H–decompositions into constituent achromes. Let us now
attempt a proof of the following version of Hajós’ Theorem.

Theorem I. Every achrome 𝐺 has as a subgraph an H-constructible achrome 𝑄
with the following property. Either 𝑄 is a 𝐾 (𝑛 + 1) or it has an H–decomposition
whose second part does not include all the edges of 𝐺.

Proof. Assume the Theorem is false. Then there is an achrome 𝐺 for which the
Theorem fails, which has the least number of vertices consistent with this and,
subject to these two conditions has the greatest possible number of edges.

We note first that any minimal achrome 𝑀 with fewer vertices than 𝐺 must be
H–constructible. For it contains an H–constructible achrome 𝑅 by the choice of 𝐺,
and it is identical with 𝑅 by minimality. We note also that 𝐺 must be non-separable
since otherwise it would contain such an 𝑀 .

Suppose that 𝐺 is a complete graph𝐾 (𝑚). Then 𝑚 > 𝑛, for otherwise 𝐺 would be
𝑛-colourable. So 𝐺 has an H–constructible achroma 𝐾 (𝑛+1) as a subgraph. From
this contradiction we deduce that 𝐺 is not a 𝐾 (𝑚), that is it has two non-adjacent
vertices 𝑝 and 𝑞. Since 𝐺 is connected we can choose these so that they are joined
by an arc of length 2, that is so that each is joined to some third vertex 𝑟.

Let us join 𝑝 and 𝑞 by a new edge 𝐸 to get a new achrome𝑈. By the choice of 𝐺
it contains an H–constructible achrome 𝐽, and 𝐽 canot be a subgraph of 𝐺. Hence 𝐽
contains the edge 𝐸 joining 𝑝 and 𝑞. Form 𝐽 (1) by deleting 𝐸 from 𝐽.

In another construction we identify 𝑝 and 𝑞 to get a new achrome 𝑉 . This
contains a minimal achrome 𝐿. But 𝐿 has fewer vertices than 𝐺 and is therefore
H–constructible. By an appropriate splitting of the new vertex in 𝐿, into the vertices
𝑝 and 𝑞, we get a subgraph 𝐿(1) of 𝐺. Note that in the construction of 𝑉 one of the
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edges 𝑝𝑟 and 𝑞𝑟 is erased, by the rule for eliminating digons. Hence there is an edge
of 𝐺 that does not belong to 𝐿(1).

Let 𝑀 be the union of 𝐽 (1) and 𝐿(1), a subgraph of𝐺. Then Conditions (i) and (ii)
are satisfied. Evidently 𝐽 and 𝐿 are the constituent achromes of an H–decomposition
of 𝑀 . So if 𝑀 is non-separable it must be H–constructible, by the H–constructibility
of 𝐽 and 𝐿 and the minimality of 𝐿. But this contradicts the choice of 𝐺. On the
other hand if 𝑀 is separable it contains a minimal achrome 𝑅 with fewer vertices
than 𝐺. By the choice of 𝐺 the theorem is true for 𝑅 and therefore it is true for 𝐺.
This contradiction establishes the Theorem. �

Corollary. Let 𝐺 be a minimal achrome. Then 𝐺 is H–constructible. Moreover
if 𝐺 is not a 𝐾 (𝑛 + 1) it has an H–decomposition whose constituent achromes are
H–constructible, and whose second part is a proper subgraph of 𝐺.

Theorem II. Let 𝐺 be a minimal achrome and let 𝑥 and 𝑦 be two non-adjacent
vertices of 𝐺. Let 𝐺 be the union of 𝑘 > 1 subgraphs𝐺 (1),𝐺 (2), . . . ,𝐺 (𝑘) such that
the intersection of any two of them consists solely of the vertices 𝑥 and 𝑦. Then 𝑘 = 2.
Moreover we can adjust the notation so that {𝐺 (1),𝐺 (2)} is an H–decomposition
of 𝐺 whose constituent achromes are both minimal.

Proof. Form a new achroma 𝑃 from 𝐺 by adjoining a new edge 𝐸 with ends 𝑥
and 𝑦. Let the adjunction of 𝐸 to 𝐺 (𝑖) change it into 𝑃(𝑖), where 𝑖 ranges from 1 to
𝑘. Then one of the 𝑃(𝑖), let us say 𝑃(1), is an achrome; otherwise 𝑛-colourings of
𝑃(𝑖) could be combined to give an 𝑛-colouring of 𝑃. Let 𝐽 be a minimal achrome
contained in 𝑃(1). Since it is not a subgraph of 𝐺 it includes 𝐸 , with its ends 𝑥 and
𝑦. Define 𝐽 (1) as before, the result of deleting 𝐸 from 𝐽.

In an alternative construction we identify 𝑥 and 𝑦 in 𝐺, as a new vertex 𝑧, to get
a graph 𝑄. Let this identification change 𝐺 (𝑖) into 𝑄(𝑖) for each 𝑖. Clearly there is a
𝑄( 𝑗) that is achrome. It contains a minimal achrome 𝐿. Since no isomorph of 𝐿 can
be a subgraph of 𝐺 the graph 𝐿 must include 𝑧, and give rise under a vertex-splitting
to a subgraph 𝐿(1) of 𝐺 that includes 𝑥 and 𝑦.

The union of 𝐽 (1) and 𝐿(1) is an achroma, identical with 𝐺 since 𝐺 is minimal.
Hence 𝑘 = 2, 𝐽 (1) = 𝐺 (1) and 𝐿(1) = 𝐺 (2). We observe that 𝐽 and 𝐿 are the con-
stituent achromes of an H–decomposition of 𝐺. They are both H–constructible by
the Corollary to Theorem I. �

I noticed a few weeks ago that the strengthened version of Hajós’ Theorem can
actually be used to prove something. We can prove Brooks’ Theorem from the above
result.

Theorem III. (Brooks’ Theorem). If a minimal achrome 𝐺 is not a 𝐾 (𝑛 + 1) it
has a vertex whose valency exceeds 𝑛.

Proof. We note first that the valency of any vertex of a minimal achrome must
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be at least 𝑛. Otherwise we could 𝑛-color the rest of the graph, by minimality, and
then we could find a color for 𝑣.

If 𝐺 is not a 𝐾 (𝑛+1) it has a H–decomposition whose first constituent achrome
𝐽 is H–constructible, whose second constituent achrome 𝐿 is minimal, and whose
secons part 𝐿(1) is a proper subgraph of 𝐺. We note that 𝐽 (1) has an edge 𝐸 not
belonging to 𝐿(1).

Now 𝐸 does not join 𝑥 and 𝑦, by the definition of an H–decomposition. So it has
an end 𝑧 that is neither 𝑥 nor 𝑦. If 𝑧 is a vertex of 𝐿(1) its valency in 𝐺 exceeds its
valency in 𝐿(1) and is therefore at least 𝑛+1, by the minimality of 𝐿.

If 𝑧 is not a vertex of 𝐿(1) we can represent𝐺 as the union of two proper subgraphs
𝑃 and 𝑄 having only vertices of 𝐿 in common, where 𝑃 contains 𝐿 and 𝑧 is a vertex
of 𝑄. The number 𝑘 of common vertices is at least 2, since 𝐺 is non-separable. If
one of the common vertices is not 𝑥 or 𝑦 we can argue as before. So we have only to
consider the case in which 𝑥 and 𝑦 are the only common vertices of 𝑃 and 𝑄.

In that case we use Theorem II. By minimality of constituent achromes we infer
that in one of 𝑃 and 𝑄 each of 𝑥 and 𝑦 has valency at least 𝑛− 1, and in the other
their combined valency is at least 𝑛. Since 𝑛 is at least 3 it follows that one of 𝑥 and
𝑦 has valency exceeding 𝑛 in 𝐺. �

We still do not see how to use Hajós’ Theorem, even in a strengthened version,
to prove Hadwiger’s Conjecture. But at least we have made it prove one well-known
theorem.

Progress on the planar Four Colour Problem in the last fifty years can be summed
up quite briefly. People went on collecting reducible configurations until they be-
lieved they had enough. But now the wish they did not need quite so many.

There is also a Three Colour Problem for the plane, the problem of finding
necessary and sufficient conditions for a planar graph 𝐺 to be vertex-colourable in
3 colours. Some progress has been made with it; H. Grötzsch proved that 𝐺 can be
3-coloured if it has no triangle. An extension by B. Grünbaum asserts that 𝐺 can be
3-coloured if it has fewer than 4 triangles.

I wondered if it would be possible to settle the Three Colour Problem by applying
a planar version of Hajós’ Theorem. Now Hajós’ Theorem for 𝑛 colours reduces
any given achrome, through a sequence of H–decompositions, to a set of copies of
𝐾 (𝑛 + 1). But 𝐾 (𝑛 + 1) is non-planar when 𝑛 > 3, so then no planar version of the
Theorem is to be expected. So let us now discuss the possibility of a planar version
for 𝑛 = 3, the coloring problem for 𝑛 = 1 and 𝑛 = 2 being adequately solved already.

I have found no difficulty in putting forward a conjectural planar form of Hajós’
Theorem, but I have no proof of it. It is based on the notion that each of the Hajós
operations must be carried out in such a way as to preserve planarity, as follows.

The splitting of a vertex 𝑣 of 𝐿 into 𝑥 and 𝑦 must be carried out planely. That is
the edges left incident with 𝑥 must form a consecutive block in the cyclic sequence
of edges round 𝑣, and those left incident with 𝑦 must make up the complementary
consecutive block. And in each of these blocks the original cyclic order of the edges
must be preserved.
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The operation of achrome-junction, in which achromes 𝐽 and 𝐿 are combined to
form 𝑀 , does make 𝑀 planar when 𝐽 and 𝐿 are planar. Note that 𝐿(1) is confined
to the face of 𝐽 (1) that contained the deleted edge, and 𝐽 (1) to the face of 𝐿(1) that
is formed from the two faces of 𝐿 in the vertex splitting.

After such an achrome-junction some operations of vertex identification are per-
mitted, each is to identify a vertex of 𝐽 (1) with a vertex of 𝐿(1), neither being 𝑥
or 𝑦, and no vertex of one part is to be identified with more than one vertex of the
other. Moreover each identification is to be between two vertices with a common
incident face, to preserve planarity, and to be made across that face. There are only
two possible faces for this operation, each having one bounding arc in 𝐽 (1) and the
complementary bounding arc in 𝐿(1).

Of course two vertex-identifications across the same face must not interfere with
one another. One pair of vertices must not separate the other in the boundary of the
face.

The student is invited to construct some planar achromes for 𝑛 = 3 out of tetra-
hedra, by Hajós operations restricted as above. We can conjecture that every such
achrome that is minimal can be constructed in this way. If true this proposition is a
planar version of Hajós’ Theorem. But then it can equally well be called a solution
of the Three Colour Problem. There is, I think, one encouraging thing about the con-
jecture. You can prove that every constructible achrome has at least four triangles, a
result that Grünbaum proved for all achromes.

Fig. B.1 Some drawings by Tutte.

B.2 William Thomas Tutte 1917–2002

Bill Tutte was a leading graph and matroid theorist in the second half of the 1900s,
but his greatest intellectual feat was probably achieved during World War Two,
breaking the German Army High Command’s extremely complex Lorenz code (that
the British called FISH), uncovering the structure of the machine that generated it,
without ever seeing it. In an interview [669] Donald Michie, founder of the Center
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for Machine Intelligence at the University of Edinburgh, said: Well, the giant on
whose shoulders that everybody was standing, including Allan Turing, was Bill Tutte
– he got the original break.

After studies in chemistry in the second half of the 1930s at Trinity College
Cambridge Tutte was called up for national service, and he joined Bletchley Park
in 1941 and worked there for the rest of the war. He regarded signing the Official
Secrets Act as a lifelong obligation, and only very late in life he felt able to talk about
Bletchley Park, when at least some of the secrets were no longer official.

In 1948 Tutte took up a post at the University of Toronto, and later in 1962 he
moved to the University of Waterloo. He retired in 1985, but continued to play an
important role as Professor Emeritus until his death in 2002. During the many years
in Canada he often travelled to England and met there with colleagues and friends,
in particular C.A.B. Smith and R.L. Brooks. He was a fellow of the Royal Society
of Canada and also of the Royal Society of London. In 2001 he was awarded the
Order of Canada.

Tutte’s contributions to graph and matroid theory are immense. It is difficult in
a short summary to describe all the branches of research pursued by Tutte and the
results obtained. He himself gave such summaries in [1036] and [1037]. Also the
obituaries [117], [1081] and [1082] give fine descriptions.

B.3 Tutte’s Flow Conjectures

One of Tutte’s accomplishments was to establish a relationship between colorings
and flows of plane graphs. This led him to formulate three flow conjectures for
graphs in general; these conjectures are among the most interesting graph problems.
Although the conjectures are still unsolved, they have led to a variety of interesting
graph-theoretical investigations and results. To formulate the conjectures we need
some notation.

Let 𝐺 be a graph, let Γ be an abelian group, and let 𝑘 ∈ N. A Γ-flow of 𝐺 is an
assignment to each edge of 𝐺 of a direction and a value from Γ such that for each
vertex 𝑣 the sum (with respect to the group operation in Γ) of the values of the edges
directed out of 𝑣 is equal to the sum of the values of the edges directed into 𝑣. More
formally, a Γ-flow is a pair (𝐷,𝜙) such that 𝐷 is an orientation of 𝐺 (see Section 3.1)
and 𝜙 : 𝐸 (𝐷) → Γ is a mapping such that for every vertex 𝑣 ∈ 𝑉 (𝐷), we have∑

𝑒∈𝐸+
𝐷 (𝑣)

𝜙(𝑒) =
∑

𝑒∈𝐸−
𝐷 (𝑣)

𝜙(𝑒),

where the sum stands for the addition in the group Γ. A nowhere zero Γ-flow of 𝐺
is a Γ-flow (𝐷,𝜙) of 𝐺 such that 𝜙(𝑒) ≠ 0 for every 𝑒 ∈ 𝐸 (𝐷). A 𝑘-flow of 𝐺 is a
Z-flow (𝐷,𝜙) of 𝐺 such that |𝜙(𝑒) | ≤ 𝑘 −1 for all 𝑒 ∈ 𝐸 (𝐷). A nowhere zero 𝑘-flow
of 𝐺 is a 𝑘-flow (𝐷,𝜙) of 𝐺 such that 𝜙(𝑒) ≠ 0 for all 𝑒 ∈ 𝐸 (𝐷). Note that if 𝐷 is
an orientation of 𝐺, then 𝑉 (𝐷) =𝑉 (𝐺) and 𝐸 (𝐷) = 𝐸 (𝐺). Suppose that (𝐷,𝜙) is a
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Γ-flow of 𝐺 and 𝐷′ is an orientation of 𝐺. Then there is a mapping 𝜙′ : 𝐸 (𝐷′) → Γ
such that (𝐷′, 𝜙′) is a Γ-flow of 𝐺 (replace 𝜙(𝑒) by −𝜙(𝑒) if the direction of 𝑒 is
changed). Furthermore, (𝐷,𝜙) is nowhere zero if and only if (𝐷′, 𝜙′) is nowhere
zero. Hence, the problem whether 𝐺 has a nowhere zero Γ-flow is a problem about
graphs and not digraphs; see e.g. Jaeger [514], [516], Jensen and Toft [530, Chapter
13], and Seymour [930]. A fine general exposition of flows was given by Younger
[1080]. Tutte [1032] made two important observations.

Theorem B.1 (Tutte) Let 𝐺 be a graph, let Γ be an abelian group of order 𝑘. Then
𝐺 has a nowhere zero Γ-flow if and only if 𝐺 has a nowhere zero 𝑘-flow.

Theorem B.2 (Tutte) Let 𝐺 be a 2-edge-connected plane graph, and let 𝑘 ∈ N.
Then 𝐺 has a face coloring with a set of 𝑘 colors if and only if 𝐺 has a nowhere zero
𝑘-flow.

The proof of Theorem B.1 is by a nonconstructive counting argument using the
principle of inclusion and exclusion. Combining Theorem B.2 with the four color
theorem, it follows that every 2-edge connected planar graph has a nowhere zero 4-
flow. The Petersen graph shows that not every 2-edge-connected graph has a nowhere
zero 4-flow, but Tutte proposed the following two conjectures; the first was published
in [1032] and the second in [1035].

Conjecture B.3 (Tutte’s 5-flow conjecture) Every 2-edge-connected graph ad-
mits a nowhere zero 5-flow.

Conjecture B.4 (Tutte’s 4-flow conjecture) Every 2-edge-connectedgraph con-
taining no Petersen graph as a minor admits a nowhere zero 4-flow.

In 1981, Seymour [929] proved that every 2-edge-connected graph admits a
nowhere zero 6-flow using Theorem B.1 with the abelian group Γ = Z3 ×Z2; an
alternative short proof of this result was given by DeVos and Nurse [283]. In 2005,
Lai, Li, and Poon [663] proved that every 2-edge-connected graph containing no
𝐾5 as a minor admits a nowhere zero 4-flow, thus solving a conjecture proposed by
Jensen and Toft [530, Problem 13.2]. For the history of the next flow conjecture, we
refer the reader to the paper by Steinberg [961]. That the conjecture holds for the
class of planar graphs follows from Theorem B.2 and the dual version of Grötzsch’s
Theorem (Theorem 5.13).

Conjecture B.5 (Tutte’s 3-flow conjecture) Every 4-edge-connected graph ad-
mits a nowhere zero 3-flow.

By Theorem B.1, a graph 𝐺 has a nowhere zero 3-flow if and only if 𝐺 has a
nowhere zero Z3-flow. By reversing the direction of the edges of value 2 in a Z3-flow,
it follows that a graph𝐺 has a nowhere zero 3-flow if and only if 𝐺 has an orientation
𝐷 such that 𝑑+𝐷 (𝑣) ≡ 𝑑−𝐷 (𝑣) (mod 3) for all 𝑣 ∈ 𝑉 (𝐷). For further information about
Tutte’s 3-flow conjecture, we refer the reader to the paper by Li, Luo, and Wang
[673] and the paper by Thomassen, Wu, and Zhang [1017].



Appendix C
Basic Graph Theory Concepts

This appendix presents basic definitions, terminology and notation of graph theory.

C.1 Sets, Mappings, and Permutations

As usual, we denote by R, Z and N the set of real numbers, the set of integers
and the set of positive integers, respectively. Furthermore, let N0 = N∪ {0} and
R≥0 = {𝑥 ∈ R | 𝑥 ≥ 0}. For 𝑎, 𝑏 ∈ R, let R[𝑎, 𝑏] = {𝑥 ∈ R | 𝑎 ≤ 𝑥 ≤ 𝑏}. For 𝑝, 𝑞 ∈ Z,
let [𝑝, 𝑞] = {ℎ ∈ Z | 𝑝 ≤ ℎ ≤ 𝑞}. For 𝑥 ∈ R, let �𝑥� denote the lower integer part of
𝑥, and �𝑥� the upper integer part of 𝑥.

If 𝐴 and 𝐵 are two sets, we write 𝐴 ⊆ 𝐵 if 𝐴 is a subset of 𝐵; and we write 𝐴 ⊂ 𝐵
if 𝐴 is a proper subset of 𝐵, i.e., 𝐴 ⊆ 𝐵 and 𝐴 ≠ 𝐵. The set difference of 𝐴 and 𝐵 is
denoted by 𝐴 \𝐵, so 𝐴 \𝐵 = {𝑥 | 𝑥 ∈ 𝐴 and 𝑥 ∉ 𝐵}. For a set 𝐴 and an integer 𝑝 ≥ 0,
we denote by [𝐴] 𝑝 the set of all subsets 𝑋 of 𝐴 of cardinality (or size) |𝑋 | = 𝑝;
these sets are called the 𝑝-element subsets of 𝐴. The power set of 𝐴, written as 2𝐴,
is the set of all subsets of 𝐴. A partition or 𝑘-partition of a nonempty set 𝐴 is a set
A of 𝑘 pairwise disjoint nonempty subsets of 𝐴 whose union

⋃
A is 𝐴.

Let 𝐴 and 𝐵 be two sets. If 𝑓 is function from 𝐴 to 𝐵, we write 𝑓 : 𝐴 → 𝐵. A
function is also called a mapping, or briefly a map. Two functions 𝑓 , 𝑔 : 𝐴→ 𝐵 are
equal, written 𝑓 = 𝑔, if 𝑓 (𝑎) = 𝑔(𝑎) for all 𝑎 ∈ 𝐴.

Given a function 𝑓 : 𝐴 → 𝐵, we use the following standard notation. If 𝐴′ ⊆ 𝐴,
then 𝑓 (𝐴′) = { 𝑓 (𝑎) | 𝑎 ∈ 𝐴′} is the image of 𝐴′ by 𝑓 ; and im( 𝑓 ) = 𝑓 (𝐴) is the
image or range of 𝑓 . The function 𝑓 : 𝐴 → 𝐵 is surjective if im( 𝑓 ) = 𝐵. If 𝑓 is
surjective we also say that 𝑓 is a function from 𝐴 onto 𝐵. The restriction of 𝑓 to
𝐴′ (or 𝑓 restricted to 𝐴′) is the function 𝑓 ′ : 𝐴′ → 𝐵 with 𝑓 ′ (𝑎) = 𝑓 (𝑎) for all
𝑎 ∈ 𝐴′, and we write 𝑓 ′ = 𝑓 |𝐴′ . If 𝐵′ ⊆ 𝐵, then 𝑓 −1(𝐵′) = {𝑎 ∈ 𝐴 | 𝑓 (𝑎) ∈ 𝐵′} is
the preimage or inverse image of 𝐵′ by 𝑓 . If 𝐵′ = {𝑏1, 𝑏2, . . . , 𝑏𝑛}, we also write
𝑓 −1 (𝑏1, 𝑏2, . . . , 𝑏𝑛) instead of 𝑓 −1(𝐵′). In particular, 𝑓 −1 (𝑏) = {𝑎 ∈ 𝐴 | 𝑓 (𝑎) = 𝑏}
for 𝑏 ∈ 𝐵. The function 𝑓 is injective if, for every 𝑎, 𝑎′ ∈ 𝐴, 𝑓 (𝑎) = 𝑓 (𝑎′) implies
𝑎 = 𝑎′. So 𝑓 is injective if and only if | 𝑓 −1 (𝑏) | ≤ 1 for all 𝑏 ∈ 𝐵. The function 𝑓
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is bijective or one-to-one if 𝑓 is surjective and injective. A bijection from 𝐴 to 𝐵
is just a bijective function from 𝐴 onto 𝐵. For a set 𝑋 , let id𝑋 : 𝑋 → 𝑋 denote the
identity function of 𝑋 , defined by id𝑋 (𝑥) = 𝑥 for all 𝑥 ∈ 𝑋 ; clearly id𝑋 is bijective.

Given two functions 𝑓 : 𝐴 → 𝐵 and 𝑔 : 𝐵 → 𝐶, then the function ℎ : 𝐴 → 𝐶
with ℎ(𝑎) = 𝑔( 𝑓 (𝑎)) for all 𝑎 ∈ 𝐴 is called the composition of 𝑔 and 𝑓 , written as
ℎ = 𝑔 ◦ 𝑓 . A function 𝑓 ′ : 𝐵 → 𝐴 is called the inverse function of 𝑓 : 𝐴 → 𝐵 if
𝑓 ◦ 𝑓 ′ = id𝐵 and 𝑓 ′ ◦ 𝑓 = id𝐴. If 𝑓 has an inverse function, this function is unique and
denoted by 𝑓 −1. Furthermore, 𝑓 has an inverse function if and only if 𝑓 is bijective.

For a set 𝐴, a bijection from 𝐴 to 𝐴 is called a permutation of 𝐴. The set of
all permutations of 𝐴 forms a group, under composition of functions, called the
symmetric group on 𝐴, written as Sym(𝐴). So

Sym(𝐴) = {𝜋 | 𝜋 : 𝐴→ 𝐴 is bijective}.

When 𝐴 = [1, 𝑛] we write 𝑆𝑛 instead of Sym(𝐴). A permutation group is just
a subgroup of a symmetric group. A permutation group Γ ⊆ Sym(𝐴) is called
transitive if for every pair (𝑎, 𝑎′) ∈ 𝐴× 𝐴 there is a permutation 𝛾 ∈ Γ such that
𝛾(𝑎) = 𝑎′; in this case we also say that Γ acts transitively on 𝐴.

C.2 Graphs and Subgraphs

A graph 𝐺 is a pair of sets, 𝑉 (𝐺) and 𝐸 (𝐺), where𝑉 (𝐺) is finite and 𝐸 (𝐺) is a set
of 2-element subsets of 𝑉 (𝐺). The set 𝑉 (𝐺) is the vertex set of 𝐺 and its elements
are the vertices of𝐺. The set 𝐸 (𝐺) is the edge set of𝐺 and its elements are the edges
of 𝐺. For convenience, we allow a graph 𝐺 to be empty, i.e., 𝑉 (𝐺) = 𝐸 (𝐺) = ∅.
In this case we write briefly 𝐺 = ∅. The empty graph is sometimes called the null
graph.

Let 𝐺 be a graph. The number of vertices of 𝐺 is its order, denoted by |𝐺 |. A
vertex 𝑣 is incident with an edge 𝑒 if 𝑣 ∈ 𝑒. The two vertices incident with an edge
𝑒 are the ends of 𝑒; and 𝑒 is said to join its ends. An edge {𝑢, 𝑣} is also written
as 𝑢𝑣 or 𝑣𝑢. Two distinct vertices 𝑢, 𝑣 of 𝐺 with 𝑢𝑣 ∈ 𝐸 (𝐺) are called adjacent
vertices and neighbors. The set of all neighbors of 𝑣 in 𝐺 is denoted by 𝑁𝐺 (𝑣), i.e.,
𝑁𝐺 (𝑣) = {𝑢 ∈ 𝑉 (𝐺) | 𝑢𝑣 ∈ 𝐸 (𝐺)}. If 𝑋 ⊆ 𝑉 (𝐺), then 𝑁𝐺 (𝑋) =

⋃
𝑣∈𝑋 𝑁𝐺 (𝑣) is the

neighborhood of 𝑋 in 𝐺. For a vertex 𝑣 ∈ 𝑉 (𝐺), let 𝐸𝐺 (𝑣) = {𝑒 ∈ 𝐸 (𝐺) | 𝑣 ∈ 𝑒}.
Furthermore, for 𝑋,𝑌 ⊆ 𝑉 (𝐺), let 𝐸𝐺 (𝑋,𝑌 ) denote the set of all edges of 𝐺 joining
a vertex of 𝑋 with a vertex of 𝑌 . When 𝑌 = 𝑉 (𝐺) \ 𝑋 , then 𝐸𝐺 (𝑋,𝑌 ) is called the
coboundary of 𝑋 in 𝐺 and is denoted by 𝜕𝐺 (𝑋). The degree of a vertex 𝑣 ∈ 𝑉 (𝐺)
is 𝑑𝐺 (𝑣) = |𝐸𝐺 (𝑣) |. If 𝐺 ≠ ∅, then let

𝛿(𝐺) = min
𝑣∈𝑉 (𝐺)

𝑑𝐺 (𝑣) and Δ(𝐺) = max
𝑣∈𝑉 (𝐺)

𝑑𝐺 (𝑣)

denote the minimum degree and the maximum degree of 𝐺, respectively. For
𝐺 = ∅, we define 𝛿(𝐺) = Δ(𝐺) = 0. A vertex of degree 0 is an isolated vertex, and
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a vertex of degree 1 is an endvertex. For an integer 𝑝 ≥ 0, let 𝑉 (𝑝) (𝐺) denote the
set of all vertices 𝑣 in 𝐺 with 𝑑𝐺 (𝑣) = 𝑝. So 𝑉 (0) (𝐺) is the set of isolated vertices
and 𝑉 (1) (𝐺) is the set of endvertices of 𝐺. A nonempty graph 𝐺 is called regular
and 𝑟-regular if all vertices of 𝐺 have the same degree 𝑟. A 3-regular graph is also
referred to as a cubic graph.

Since the ends of each edge are distinct vertices, it follows by a simple counting
argument that every nonempty graph 𝐺 with 𝑛 vertices and 𝑚 edges satisfies∑

𝑣∈𝑉 (𝐺)
𝑑𝐺 (𝑣) =

∑
𝑣∈𝑉 (𝐺)

|𝐸𝐺 (𝑣) | = 2𝑚;

so 2𝑚
𝑛 is the average degree of 𝐺 and we obtain that

𝛿(𝐺) ≤ 2𝑚
𝑛

≤ Δ(𝐺).

Let 𝐻 and 𝐺 be two graphs. If𝑉 (𝐻) ⊆ 𝑉 (𝐺) and 𝐸 (𝐻) ⊆ 𝐸 (𝐺), we write briefly
𝐻 ⊆ 𝐺 and call 𝐻 a subgraph of 𝐺. Obviously, 𝐻 = 𝐺 if and only if 𝐻 ⊆ 𝐺 and
𝐺 ⊆ 𝐻. A subgraph 𝐻 of 𝐺 with 𝐻 ≠ 𝐺 is said to be a proper subgraph of 𝐺,
written as 𝐻 ⊂ 𝐺. A spanning subgraph or factor of 𝐺 is a subgraph of 𝐺 that
contains every vertex of 𝐺. An 𝑟-factor of 𝐺 is a factor of 𝐺 that is 𝑟-regular.

If there exists a bijection 𝜙 : 𝑉 (𝐺) → 𝑉 (𝐻) such that 𝑣𝑤 ∈ 𝐸 (𝐺) if and only if
𝜙(𝑣)𝜙(𝑤) ∈ 𝐸 (𝐻) for all 𝑢, 𝑣 ∈ 𝑉 (𝐺), then we write briefly 𝐻 � 𝐺 and say that 𝐻 is
isomorphic to 𝐺. A graph isomorphic to a graph 𝐺 is also said to be a copy of 𝐺.

Let𝐺 be a graph and 𝑋 ⊆𝑉 (𝐺). Then𝐺 [𝑋] is the subgraph of𝐺 with𝑉 (𝐺 [𝑋]) =
𝑋 and 𝐸 (𝐺 [𝑋]) = 𝐸𝐺 (𝑋, 𝑋). We call 𝐺 [𝑋] the subgraph of 𝐺 induced by 𝑋 ; and
𝐻 ⊆ 𝐺 is an induced subgraph of 𝐺 if 𝐻 = 𝐺 [𝑉 (𝐻)]. If 𝐻 is an induced subgraph
of 𝐺, we write 𝐻 � 𝐺, and 𝐻 < 𝐺 if 𝐻 is a proper induced subgraph of 𝐺. So 𝐻 < 𝐺
if and only if 𝐻 � 𝐺 and 𝐻 ≠ 𝐺. Clearly, 𝐻 � 𝐺 implies 𝐻 ⊆ 𝐺. Furthermore, let
𝐺 − 𝑋 = 𝐺 [𝑉 (𝐺) \ 𝑋]. We write 𝐺 − 𝑣 instead of 𝐺 − {𝑣}. If 𝐻 ⊆ 𝐺, 𝐺 −𝐻 means
𝐺 −𝑉 (𝐻). For an edge set 𝐹 ⊆ 𝐸 (𝐺), let 𝐺 − 𝐹 = (𝑉 (𝐺), 𝐸 (𝐺) \ 𝐹). If 𝐹 = {𝑒}
is a singleton, we write 𝐺 − 𝑒 rather than 𝐺 − {𝑒}. We call 𝐺 − 𝑣 a vertex-deleted
subgraph of 𝐺, and 𝐺 − 𝑒 an edge-deleted subgraph of 𝐺; the two operations are
called vertex deletion and edge deletion, respectively. If 𝑢, 𝑣 ∈𝑉 (𝐺) are nonadjacent
vertices of 𝐺, then we denote by 𝐺 + 𝑢𝑣 the graph obtained from 𝐺 by adding the
edge joining 𝑢 and 𝑣.

C.3 Path, Cycles and Complete Graphs

A path is a nonempty graph whose vertices can be arranged in a sequence with no
repetitions such that two vertices are adjacent if and only if they are consecutive in
the sequence. It is common to refer to a path by the sequence of its vertices. So we
say that 𝑃 = (𝑣1, 𝑣2, . . . , 𝑣𝑛) is a path if
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𝑉 (𝑃) = {𝑣1, 𝑣2, . . . , 𝑣𝑛} and 𝐸 (𝑃) = {𝑣1𝑣2, 𝑣2𝑣3, . . . , 𝑣𝑛−1𝑣𝑛},

where the vertices 𝑣1, 𝑣2, . . . , 𝑣𝑛 are distinct. In this case we say that 𝑣1 and 𝑣𝑛 are
joined by 𝑃, and that 𝑃 is a path between 𝑣1 and 𝑣𝑛 (respectively, from 𝑣1 to 𝑣𝑛), and
that 𝑃 is a 𝑣1-𝑣𝑛 path. The vertices 𝑣1 and 𝑣𝑛 are the ends of 𝑃; and the remaining
vertices 𝑣2, . . . , 𝑣𝑛−1 are the inner vertices of 𝑃. Note that if 𝑛 ≥ 2, the ends of 𝑃 are
the endvertices of 𝑃.

If 𝑃 = (𝑣1, 𝑣2, . . . , 𝑣𝑛) is a path and 𝑛 ≥ 3, then 𝐶 = 𝑃 + 𝑣𝑛𝑣1 is a cycle. As for
graphs, we refer to a cycle by the cyclic sequence of its vertices, so for 𝐶 we also
write 𝐶 = (𝑣1, 𝑣2, . . . , 𝑣𝑛, 𝑣1).

The number of edges of a path (or cycle) 𝐺 is its length, written ℓ(𝐺). So
ℓ(𝑃) = |𝑃 |−1 if 𝑃 is a path; and ℓ(𝐶) = |𝐶 | if 𝐶 is a cycle. A path or cycle is odd
or even, depending on whether its length is odd or even. A cycle of length 𝑛 is also
called an 𝑛-cycle. If a path (or cycle) 𝐻 is a subgraph of a graph 𝐺, then we also say
that 𝐻 is a path (or cycle) in 𝐺 (respectively, of 𝐺). A Hamilton path of a graph 𝐺
is a path in 𝐺 that contains every vertex of 𝐺; and a Hamilton cycle of 𝐺 is a cycle
in 𝐺 that contains every vertex of 𝐺.

A graph in which any two distinct vertices are adjacent is complete. If 𝐺 is a
complete graph on 𝑛 vertices, then it is common to write𝐺 = 𝐾𝑛 (and neither𝐺 � 𝐾𝑛

nor 𝐺 ∈ 𝐾𝑛). Note that up to isomorphism, there is a unique complete graph on 𝑛
vertices; and 𝐾𝑛 represents the isomorphism class and not a graph with a specific
vertex set. In the same sense, we use 𝑃𝑛 for a path on 𝑛 vertices and 𝐶𝑛 for a cycle
on 𝑛 vertices. A 𝐾3 (isomorphic to 𝐶3) is often called a triangle.

A vertex order or vertex enumeration of a graph 𝐺 of order 𝑛 ≥ 1 is a sequence
ℓ = (𝑣1, 𝑣2, . . . , 𝑣𝑛) of all its vertices, that is, 𝑉 (𝐺) = {𝑣1, 𝑣2, . . . , 𝑣𝑛} and all the 𝑣𝑖 are
distinct. Each vertex order ℓ of 𝐺 induces a linear order ≤ on its vertex set, where
𝑢 ≤ 𝑣 if 𝑢 = 𝑣 or 𝑢 is before 𝑣 in the sequence ℓ.

C.4 Connectivity and Blocks

A nonempty graph 𝐺 is connected if there is a path in 𝐺 between any two of its
vertices, and otherwise𝐺 is disconnected. A (connected) component of a nonempty
graph 𝐺 is a maximal connected subgraph of 𝐺. Alternatively, the vertex sets of the
connected components of𝐺 are the equivalence classes of𝑉 (𝐺) under the relation to
be equal or to be joined by a path in𝐺. Let com(𝐺) denote the number of components
of 𝐺. By convention, we put com(∅) = 0. A nonempty graph 𝐺 is disconnected if
and only if there exists a 2-partition {𝑋,𝑌 } of 𝑉 (𝐺) such that 𝐸𝐺 (𝑋,𝑌 ) = ∅. A set
𝑆 ⊆ 𝑉 (𝐺) ∪𝐸 (𝐺) is defined to be a separating set of 𝐺 if com(𝐺 − 𝑆) ≥ 2. If 𝑢
and 𝑤 are vertices belonging to different components of 𝐺 − 𝑆, then we also say
that 𝑆 separates 𝑢 and 𝑤 in 𝐺. A vertex 𝑣 of 𝐺 such that 𝑆 = {𝑣} separates two
other vertices of the same component of 𝐺 is a separating vertex of 𝐺. So 𝑣 is a
separating vertex of 𝐺 if and only if com(𝐺 − 𝑣) > com(𝐺). An edge 𝑒 of 𝐺 such
that 𝑆 = {𝑒} separates the two ends of 𝑒 in 𝐺 is a bridge of 𝐺. So the bridges in a
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graph 𝐺 are precisely those edges that do not belong to any cycle of 𝐺. A separating
set of 𝑘 vertices of 𝐺 is called a separator or 𝑘-separator of 𝐺. A separator 𝑆 of
𝐺 is minimal if no proper subset of 𝑆 is a separator of 𝐺. By a cut or edge cut of a
graph𝐺 we mean a triple (𝑋,𝑌, 𝐹) such that 𝑋 is a nonempty proper subset of𝑉 (𝐺),
𝑌 =𝑉 (𝐺) \ 𝑋 , and 𝐹 = 𝜕𝐺 (𝑋) = 𝜕𝐺 (𝑌 ). Clearly, any edge set of a cut is a separating
edge set. The converse is not true. However, if 𝐹 is a minimal separating edge set of
a connected graph 𝐺, then 𝐺 −𝐹 has precisely two components with vertex sets 𝑋
and 𝑌 , implying that 𝐹 = 𝐸𝐺 (𝑋,𝑌 ), and thus (𝑋,𝑌, 𝐹) is a cut.

A graph 𝐺 is called 𝑘-connected (𝑘 ∈ N0) if |𝐺 | ≥ 𝑘 +1 and 𝐺 − 𝑆 is connected
for every set 𝑆 ⊆ 𝑉 (𝐺) with |𝑆 | ≤ 𝑘 − 1. So every nonempty graph is 0-connected,
and every connected graph is 1-connected except 𝐾1. Note that if 𝐺 is 𝑘-connected,
then 𝐺 is ℓ-connected for 0 ≤ ℓ ≤ 𝑘. For a nonempty graph𝐺, the connectivity 𝜅(𝐺)
is defined to be the largest integer 𝑘 such that 𝐺 is 𝑘-connected. By convention,
𝜅(∅) = 0. Note that 𝜅(𝐾𝑛) = 𝑛−1 for all 𝑛 ≥ 1. If 𝐺 is not complete, then

𝜅(𝐺) = min{|𝑋 | | 𝑋 ⊆ 𝑉 (𝐺),com(𝐺 − 𝑋) ≥ 2}.

A graph𝐺 is called 𝑘-edge-connected (𝑘 ∈N0) if |𝐺 | ≥ 2 and𝐺−𝐹 is connected
for every set 𝐹 ⊆ 𝐸 (𝐺) with |𝐹 | ≤ 𝑘 − 1. For a graph 𝐺 with |𝐺 | ≥ 2, the edge-
connectivity 𝜅′ (𝐺) is defined to be the largest integer 𝑘 such that 𝐺 is 𝑘-edge-
connected. By convention, 𝜅(∅) = 𝜅(𝐾1) = 0. If |𝐺 | ≥ 2, then

𝜅′ (𝐺) = min{|𝜕𝐺 (𝑋) | | ∅ ≠ 𝑋 ⊂ 𝑉 (𝐺)}.

Proposition C.1 Every graph 𝐺 satisfies 𝜅(𝐺) ≤ 𝜅′ (𝐺) ≤ 𝛿(𝐺).

Proof If𝐺 is a complete graph𝐾𝑛 with 𝑛 ≥ 0, all three numbers are equal. So assume
that 𝐺 is not complete. Then 𝜅′ (𝐺) ≤ min{|𝜕𝐺 (𝑣) | | 𝑣 ∈ 𝑉 (𝐺)} = 𝛿(𝐺). To prove the
first inequality, choose a cut 𝐹 = 𝜕𝐺 (𝑋) with ∅ ≠ 𝑋 ⊂ 𝑉 (𝐺) such that |𝐹 | = 𝜅′ (𝐺).
Let 𝑋𝐹 denote the set of vertices in 𝑋 incident with some edge in 𝐹; and let 𝑌𝐹
denote the set of vertices in 𝑌 =𝑉 (𝐺) \ 𝑋 incident with some edge in 𝐹. If 𝑋𝐹 ≠ 𝑋 ,
then 𝑋𝐹 is a separating vertex set in 𝐺 and hence 𝜅(𝐺) ≤ |𝑋𝐹 | ≤ |𝐹 | = 𝜅′ (𝐺), so we
are done. By symmetry, we are also done if 𝑌𝐹 ≠ 𝑌 . Hence it remains to consider
the case that 𝑋𝐹 = 𝑋 and 𝑌𝐹 = 𝑌 . Since 𝐺 is not complete, there is a vertex 𝑣 of
𝐺 such that 𝑁𝐺 (𝑣) is a separating vertex set of 𝐺. By symmetry, we may assume
that 𝑣 ∈ 𝑋𝐹 . If 𝑤 ∈ 𝑁𝐺 (𝑣), then either 𝑣𝑤 ∈ 𝐹 or 𝑤 ∈ 𝑋𝐹 and hence incident with an
edge of 𝐹. This implies that 𝜅(𝐺) ≤ |𝑈 | = 𝑑𝐺 (𝑣) ≤ |𝐹 | = 𝜅′ (𝐺). Thus the proof is
complete. �

The following result, known as Menger’s theorem [732], is a basic tool in graph
theory. We state the global version of Menger’s theorem. A proof may be found, for
example, in the book by Diestel [286, Theorem 3.3.6]. A set X of paths in a graph is
said to be internally disjoint if no inner vertex of a path of X lies on another path
of X.

Theorem C.2 (Menger’s Theorem) For any graph 𝐺 with |𝐺 | ≥ 2 and any integer
𝑘 ≥ 0 the following statements hold:



558 C Basic Graph Theory Concepts

(a) 𝐺 is 𝑘-connected if and only if any two distinct vertices of 𝐺 are joined by 𝑘
internally disjoint paths.

(b) 𝐺 is 𝑘-edge-connected if and only if any two distinct vertices of 𝐺 are joined
by 𝑘 edge-disjoint paths.

Let 𝐺 be an arbitrary graph. A block of 𝐺 is a maximal connected subgraph
of 𝐺 that has no separating vertex. Alternatively, the edges of the blocks are the
equivalence classes under the relation to be equal or to lie in a common cycle.
The set of blocks of 𝐺 is denoted by 𝔅(𝐺), and for 𝑣 ∈ 𝑉 (𝐺), let 𝔅𝑣 (𝐺) = {𝐵 ∈
𝔅(𝐺) | 𝑣 ∈ 𝑉 (𝐵)}. Note that each block of 𝐺 is a connected induced subgraph of
𝐺, and so 𝔅(∅) = ∅. If 𝐺 is disconnected, then 𝔅(𝐺) is the union of 𝔅(𝐻) taken
over all components 𝐻 of 𝐺. If 𝐺 is connected and has no separating vertex, then
𝔅(𝐺) = {𝐺} and we say that 𝐺 is a block; in particular, we have𝔅(𝐾1) = {𝐾1}. If 𝐺
is connected and has a separating vertex 𝑣, then 𝐺 is the union of two proper induced
subgraphs, say𝐺1 and𝐺2, having only 𝑣 in common. Clearly, both subgraphs𝐺1 and
𝐺2 are connected, and we have 𝔅(𝐺) = 𝔅(𝐺1) ∪𝔅(𝐺2) and 𝔅(𝐺1) ∩𝔅(𝐺2) = ∅.
Any two distinct blocks of 𝐺 have at most one vertex in common; and a vertex 𝑣
is a separating vertex of 𝐺 if and only if it belongs to more than one block, i.e.
|𝔅𝑣 (𝐺) | ≥ 2. A block of 𝐺 which contains at most one separating vertex of 𝐺 is
called an end-block of 𝐺. If 𝐺 has a separating vertex, then 𝐺 has at least two
end-blocks. So either 𝐺 itself is a block or 𝐺 has at least two end-blocks.

The following proposition characterizes 2-connected graphs; the proof is left to
the reader as an exercise.

Proposition C.3 Let 𝐺 be a connected graph with |𝐺 | ≥ 3. Then the following
statements are equivalent:

(a) 𝐺 is 2-connected.
(b) Any two vertices are on a common cycle.
(c) Any two edges are on a common cycle.
(d) 𝐺 has no separating vertex.
(e) For every vertex 𝑣 ∈ 𝑉 (𝐺), 𝐺 − 𝑣 is connected.
(f) 𝔅(𝐺) = {𝐺}.

C.5 Distance, Girth and Odd Girth

Let 𝐺 be a graph and let 𝑣,𝑤 ∈ 𝑉 (𝐺). If there exist a path in 𝐺 between 𝑣 and 𝑤,
define the distance dist𝐺 (𝑣,𝑤) of 𝑣 nd 𝑤 in 𝐺 to be the length of a shortest 𝑣-𝑤 path
contained in 𝐺, that is,

dist𝐺 (𝑣,𝑤) = min{ℓ(𝑃) | 𝑃 ⊆ 𝐺 is an 𝑣-𝑤 path}.

If no such path exists, define dist𝐺 (𝑣,𝑤) = ∞. If 𝐺 is a connected graph, then the
distance is a metric, and we can use the classical concepts for metric spaces, as ball,
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sphere, diameter, and radius. For instance, the radius of a connected graph 𝐺 is
defined by

rad(𝐺) = min
𝑣∈𝑉 (𝐺)

max
𝑤∈𝑉 (𝐺)

dist𝐺 (𝑣,𝑤).

If a graph𝐺 contains a cycle, define the girth 𝑔(𝐺) of𝐺 to be the length of a shortest
cycle contained in 𝐺, that is,

𝑔(𝐺) = min{ℓ(𝐶) | 𝐶 ⊆ 𝐺 is a cycle}.

If 𝐺 contains no cycle, then define 𝑔(𝐺) =∞. If 𝐺 contains an odd cycle, define the
odd girth 𝑔𝑜(𝐺) of 𝐺 to be the length of a shortest odd cycle in 𝐺, that is,

𝑔𝑜 (𝐺) = min{ℓ(𝐶) | 𝐶 ⊆ 𝐺 is an odd cycle}.

If 𝐺 contains no odd cycle, then define 𝑔𝑜(𝐺) =∞.
Let 𝐺 be a graph and let 𝑊 = (𝑣0, 𝑣1, . . . , 𝑣𝑛) be a nonempty sequence of vertices

of 𝐺. We call 𝑊 a walk of 𝐺 if 𝑣𝑖𝑣𝑖+1 ∈ 𝐸 (𝐺) for 0 ≤ 𝑖 ≤ 𝑛− 1. We say that 𝑊
connects 𝑣0 and 𝑣𝑛, and that 𝑊 starts in 𝑣0, and terminates in 𝑣𝑛, and that 𝑊 is a
𝑣0-𝑣𝑛 walk. The vertices 𝑣0 and 𝑣𝑛 are called the ends of the walk 𝑊 , 𝑣0 being its
initial vertex and 𝑣𝑛 its terminal vertex; the remaining vertices 𝑣1, 𝑣2, . . . , 𝑣𝑛−1 are
its internal vertices. The integer 𝑛 is called the length of 𝑊 , written as ℓ(𝑊) = 𝑛.
The reverse sequence 𝑊−1 = (𝑣𝑛, 𝑣𝑛−1, . . . , 𝑣0) is also a walk in 𝐺. A walk is odd or
even, depending on whether its length is odd or even. A walk is closed if its initial and
terminal vertices are identical; otherwise it is open. If the edges 𝑣𝑖𝑣𝑖+1 of a walk are
all different it is called a tour. If the vertices of a walk are distinct, it defines a path in
𝐺; two vertices of 𝐺 are connected by a walk if and only if they are joined by a path
in 𝐺. A closed walk𝑊 = (𝑣0, 𝑣1, . . . , 𝑣𝑛) with 𝑛 ≥ 3 whose vertices 𝑣0, 𝑣1, . . . , 𝑣𝑛−1 are
distinct defines a cycle; then the closed walk 𝑊 ′ = (𝑣𝑖, 𝑣𝑖+1, . . . , 𝑣𝑛, 𝑣1, 𝑣2, . . . , 𝑣𝑖−1, 𝑣𝑖)
(with 1 ≤ 𝑖 ≤ 𝑛−1) is different from𝑊 , but it defines the same cycle as 𝑊 . So a path
of length 𝑛 ≥ 1 gives rise to two different open walks; and a cycle of length 𝑛 ≥ 3
gives rise to 2𝑛 different closed walks.

Proposition C.4 Every closed odd walk 𝑊 in a graph 𝐺 satisfies 𝑔𝑜 (𝐺) ≤ ℓ(𝑊).

Proof The proof is by induction on the length of𝑊 . Since𝑊 is a closed walk whose
length is odd, ℓ(𝑊) ≥ 3. If ℓ(𝑊) = 3, then 𝑊 defines a cycle and 𝑔𝑜 (𝐺) = 3. So
assume that ℓ(𝑊) = 𝑛 > 3, say 𝑊 = (𝑣0, 𝑣1, . . . , 𝑣𝑛). If 𝑊 defines a cycle, we have
𝑔𝑜 (𝐺) = 𝑛 = ℓ(𝑊). Otherwise, 𝑣𝑖 = 𝑣 𝑗 for 0 ≤ 𝑖 < 𝑗 ≤ 𝑛−1. Then we can split 𝑊 into
two closed walks, namely𝑊1 = (𝑣0, 𝑣1, . . . , 𝑣𝑖, 𝑣 𝑗+1, . . . , 𝑣𝑛) and𝑊2 = (𝑣𝑖 , 𝑣𝑖+1, . . . , 𝑣 𝑗).
Since ℓ(𝑊) = ℓ(𝑊1) + ℓ(𝑊2) and ℓ(𝑊) = 𝑛 is odd, either 𝑊1 or 𝑊2 is odd, say 𝑊1.
Then ℓ(𝑊1) < ℓ(𝑊) and the induction hypothesis implies that 𝑔𝑜 (𝐺) ≤ ℓ(𝑊1), which
gives 𝑔𝑜 (𝐺) ≤ ℓ(𝑊). �

Proposition C.5 Let 𝐺 be a graph and suppose that 𝑔𝑜 (𝐺) ≥ 2𝑝 + 1 with 𝑝 ≥ 1.
Then for two vertices 𝑣 ≠ 𝑤 of 𝐺 the following conditions are equivalent:

(a) There exists an odd 𝑣-𝑤 walk 𝑊 in 𝐺 with ℓ(𝑊) ≤ 2𝑝 +1.
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(b) There exists an odd 𝑣-𝑤 path 𝑃 in 𝐺 with ℓ(𝑃) ≤ 2𝑝 +1.

Proof Since each path defines an obvious walk of the same length, (b) implies
(a). To show the converse implication, let 𝑊 = (𝑣0, 𝑣1, . . . , 𝑣2𝑝, 𝑣2𝑞+1) be an odd
𝑣-𝑤 walk, whose length is minimum. By (a), such a walk exists and 𝑞 ≤ 𝑝. We
claim that the vertices of 𝑊 are distinct and 𝑊 therefore defines a path, which
proves (b). For otherwise, 𝑣𝑖 = 𝑣 𝑗 for 0 ≤ 𝑖 < 𝑗 ≤ 2𝑞, since 𝑣0 = 𝑣 ≠ 𝑤 = 𝑣2𝑞+1.
Then 𝑊1 = (𝑣𝑖, 𝑣𝑖+1, . . . , 𝑣 𝑗 ) is a closed walk with 2 ≤ ℓ(𝑊1) < 2𝑞 + 1 ≤ 2𝑝 + 1.
Since 𝑔𝑜 (𝐺) ≥ 2𝑝 + 1, it then follows from Proposition C.4 that 𝑊1 is even. But
then 𝑊2 = (𝑣0, 𝑣1, . . . , 𝑣𝑖, 𝑣 𝑗+1, . . . , 𝑣2𝑞+1) is an odd 𝑣-𝑤 walk with ℓ(𝑊2) ≤ ℓ(𝑊) −2,
contradicting the choice of 𝑊 . �

C.6 Trees and Bipartite Graphs

An acyclic graph, that is, a graph not containing any cycle, is a forest, and it is a tree
when it is connected. So any component of a forest is a tree. A graph is a forrest if
and only if each of its edges is a bridge. An endvertex of a tree is also called a leaf. If
𝑇 is a tree of order 𝑛 ≥ 2, then 𝑇 has at least two leaves. This follows from the simple
fact that the two ends of a longest path in 𝑇 are leaves of 𝑇 . If 𝑇 is a tree and 𝑣 is an
leaf, then 𝑇 − 𝑣 is a tree. It follows, by induction on its order, that every tree of order
𝑛 has 𝑛−1 edges. If 𝑇 is a tree and 𝑣,𝑤 are two vertices of 𝑇 , then there is a unique
𝑣-𝑤 path in 𝑇 ; this path is denoted by 𝑣𝑇𝑤 or 𝑤𝑇𝑣. Note that dist𝑇 (𝑣,𝑤) = ℓ(𝑣𝑇𝑤).
Clearly, every connected graph 𝐺 contains a spanning tree, that is, a tree 𝑇 such
that 𝑉 (𝑇) = 𝑉 (𝐺) (take a minimal connected subgraph of 𝐺 with vertex set 𝑉 (𝐺),
or take a maximal acyclic subgraph of 𝐺 with vertex set 𝑉 (𝐺)).

Depth-first search (DFS) is a fundamental graph searching technique developed
by Hopcroft and Tarjan [505] and by Tarjan [992]. The structure of DFS enables
efficient graph algorithm for many graph problems. A DFS tree 𝑇 of a given graph
𝐺 of order 𝑛 ≥ 1 can be constructed as follows. First we choose a vertex 𝑟 of 𝐺
and a vertex order ℓ = (𝑣1, 𝑣2, . . . , 𝑣𝑛) of 𝐺 with 𝑣1 = 𝑟. Next we construct recursively
vertices 𝑢𝑖 and trees𝑇𝑖 , where we start with the vertex 𝑢1 = 𝑟 and the tree𝑇1 consisting
of the single vertex 𝑟. If in step 𝑖 ≥ 1 the vertex 𝑢𝑖 and the tree 𝑇𝑖 has been obtained,
we proceed as follows. If no vertex in 𝑈 = {𝑢1, 𝑢2, . . . , 𝑢𝑖} has a neighbor in 𝐺
belonging to 𝑈′ = 𝑉 (𝐺) \𝑈, then we stop and put 𝑇 = 𝑇𝑖 . Otherwise, we choose the
largest integer 𝑗 ∈ [1, 𝑖] such that 𝑢 𝑗 has a neighbor in 𝑈′, and then we choose the
neighbor 𝑢 ∈𝑈′ of 𝑢 𝑗 which comes first in the vertex order ℓ. Then 𝑢𝑖+1 = 𝑢 and 𝑇𝑖+1
is the tree obtained from 𝑇𝑖 by adding the vertex 𝑢 and the edge 𝑢 𝑗𝑢. Since 𝑉 (𝐺)
is a finite set, the procedure terminates after a finite number of steps with a tree 𝑇 .
The vertex 𝑢1 = 𝑟 is called the root of the DFS tree 𝑇 . If 𝐺 is disconnected, then the
procedure stops with 𝑇 = 𝑇𝑖 for some 𝑖 < 𝑛 and 𝑉 (𝑇) = {𝑢1, 𝑢2, . . . , 𝑢𝑖} is the vertex
set of a component of 𝐺. If 𝐺 is connected, the procedure stops with 𝑇 = 𝑇𝑛 and 𝑇
is a spanning tree of 𝐺 with 𝑉 (𝐺) =𝑉 (𝑇) = {𝑢1, 𝑢2, . . . , 𝑢𝑛}.
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Proposition C.6 Let 𝐺 be a connected graph with order 𝑛. Then the following
statements hold:

(a) Let 𝑇 be a DFS tree of 𝐺 with root 𝑟, and let 𝑣𝑤 be an edge of 𝐺. Then either
𝑣 belongs to the path 𝑟𝑇𝑤, or 𝑤 belongs to the path 𝑟𝑇𝑣.

(b) Let 𝑇 be a DFS tree of 𝐺 with root 𝑟, and let 𝑉 (1) (𝑇) be the set of leaves of 𝑇 .
Then 𝑉 (1) (𝑇) \ {𝑟} is an independent set of 𝐺.

(c) Let 𝑃 ⊆ 𝐺 be a path between 𝑟 and 𝑣. Then there exists a DFS tree 𝑇 of 𝐺 with
root 𝑟 such that 𝑃 = 𝑟𝑇𝑣.

Proof To prove (a), let 𝑢𝑖 be the vertex of 𝐺 added in step 𝑖 to 𝑇 , so 𝑉 (𝐺) =𝑉 (𝑇) =
{𝑢1, 𝑢2, . . . , 𝑢𝑛} and 𝑢1 = 𝑟. If 𝑣𝑤 ∈ 𝐸 (𝐺), then 𝑣 = 𝑢𝑖 and 𝑢 = 𝑢 𝑗 , where we may
assume that 𝑖 < 𝑗 . Let 𝑈 be the set of vertices 𝑢 ∈ 𝑉 (𝐺) for which 𝑣 belongs to
the path 𝑟𝑇𝑢. An inductive argument shows that 𝑢𝑖 , 𝑢𝑖+1, . . . , 𝑢 𝑗 ∈𝑈. Hence 𝑤 ∈𝑈,
which proves (a). Statement (b) is an immediate consequence of (a). To prove (c),
suppose that 𝑃 = (𝑣1, 𝑣2, . . . , 𝑣𝑝) is a path with 𝑣1 = 𝑟 and 𝑣𝑝 = 𝑣. Then (𝑣1, 𝑣2, . . . , 𝑣𝑝)
can be extended to a vertex order ℓ = (𝑣1, 𝑣2, . . . , 𝑣𝑛) of 𝐺. If 𝑇 is the DFS tree
corresponding to the vertex order ℓ, then 𝑢𝑖 = 𝑣𝑖 for 𝑖 ∈ [1, 𝑝]. Hence 𝑇 has root 𝑟
and 𝑟𝑇𝑣 = 𝑣1𝑇𝑣𝑝 = 𝑃. �

A rooted tree (𝑇, 𝑣𝑇 ) is a tree 𝑇 with a designated vertex 𝑣𝑇 ∈ 𝑉 (𝑇) called its
root; we then also say that 𝑇 is a tree rooted at 𝑣𝑇 . Designating a root imposes a
hierarchy on the vertices of a rooted tree, according to their distance from that root.
For a rooted tree (𝑇, 𝑣𝑇 ) we use the following terminology. The depth or level of a
vertex 𝑣 of𝑇 is its distance 𝑑𝑇 (𝑣𝑇 , 𝑣) from the root in𝑇 ; thus the root has depth 0. The
height of (𝑇, 𝑣𝑇 ) is the length of a longest path in 𝑇 from the root, or equivalently
the greatest depth in (𝑇, 𝑣𝑇 ). If 𝑤 is a vertex of 𝑇 and 𝑣 is the neighbor of 𝑤 on the
path 𝑣𝑇𝑇𝑤, then 𝑣 is a parent of 𝑤 and 𝑤 is a child of 𝑣. If 𝑒 = 𝑣𝑤 is an edge of 𝑇
such that 𝑣 is a parent of 𝑤, then 𝑒 is called an outgoing edge of 𝑣 (or a descending
edge of 𝑣) and an incoming edge of 𝑤. A vertex 𝑣 is called an ancestor of 𝑤 if 𝑣
belongs to the path 𝑣𝑇𝑇𝑤; if, in addition, 𝑣 ≠ 𝑤, then 𝑣 is a proper ancestor of 𝑤.
A leaf of (𝑇, 𝑣𝑇 ) is any vertex having no children. An internal vertex of (𝑇, 𝑣𝑇 ) is
any vertex that has at least one children. Note that the root 𝑣𝑇 is an internal vertex of
(𝑇, 𝑣𝑇 ), unless it is the only vertex of 𝑇 . If the root 𝑣𝑇 has exactly one child, then it
is a leaf of 𝑇 , but not of (𝑇, 𝑣𝑇 ); otherwise, the leaves of (𝑇, 𝑣𝑇 ) are the same as the
leaves of 𝑇 .

Breadth-first search (BFS) is another natural way of searching a graph; this
leads to a BFS tree of a given graph 𝐺. It seems that BFS and its application in
finding components of a graph𝐺 were invented in 1945 by Konrad Zuse and Michael
Burke. The method and its application in finding shortest path of a graph or digraph
were reinvented in the 1950s by various researchers, including Bellman, Dijkstra,
Dantzig, Ford, Moore, and possibly others. Those who are interested in the history
of the shortest path problem, should read the article by Schrijver [904]. A BFS tree
of a connected graph 𝐺 is a rooted tree (𝑇, 𝑣𝑇 ) such that 𝑇 is a spanning subgraph
of 𝐺 and every vertex 𝑣 of 𝐺 satisfies dist𝐺 (𝑣𝑇 , 𝑣) = dist𝑇 (𝑣𝑇 , 𝑣) = ℓ(𝑣𝑇𝑇𝑣).
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A graph 𝐺 is called bipartite if there are two disjoint sets 𝑋,𝑌 such that 𝑉 (𝐺) =
𝑋 ∪𝑌 and 𝐸 (𝐺) = 𝐸𝐺 (𝑋,𝑌 ); the sets 𝑋 and 𝑌 are called partite sets or parts of 𝐺,
and (𝑋,𝑌 ) is called a bipartition of 𝐺. A complete bipartite graph is a bipartite
graph𝐺 with parts 𝑋 and𝑌 such that𝐸 (𝐺) = {𝑥𝑦 | 𝑥 ∈ 𝑋, 𝑦 ∈𝑌 }; if |𝑋 | = 𝑝 and |𝑌 | = 𝑞
we briefly write 𝐺 = 𝐾𝑝,𝑞 (𝑝, 𝑞 ≥ 0). A graph isomorphic to 𝐾1,𝑛 is called a star; if
𝑛 = 3, such a star is also called a claw. Clearly, any subgraph of a bipartite graph is
bipartite, too. Furthermore, it is easy to see that every tree 𝑇 is bipartite and has a
bipartition (𝑋,𝑌 ) such that the path 𝑣𝑇𝑤 has even length whenever 𝑣 and 𝑤 belong
to the same part 𝑋 or 𝑌 (up to permuting the parts 𝑋 and 𝑌 , this bipartition of 𝑇 is
unique). The sets 𝑋 and𝑌 may be described as follows. Fix a vertex 𝑟 of𝑇 as a root of𝑇
and put 𝑋 = {𝑣 ∈𝑉 (𝑇) | dist𝑇 (𝑟, 𝑣) is even} and𝑌 = {𝑣 ∈𝑉 (𝑇) | dist𝑇 (𝑟, 𝑣) is odd}. In
1916 Dénes König [609] provided a characterization of bipartite graphs by forbidden
subgraphs.

Theorem C.7 (König) A graph is bipartite if and only if it contains no odd cycle.

Proof Since an odd cycle has no bipartition, no bipartite graph contains an odd
cycle. Conversely, we shall show that if a graph 𝐺 contains no odd cycle, then 𝐺 has
a bipartition. To do this, we may assume that 𝐺 is connected and |𝐺 | ≥ 2. Then 𝐺
has a spanning tree 𝑇 , and 𝑇 has a bipartition {𝑋,𝑌 }. If this is a bipartition of 𝐺, we
are done. Otherwise, there is an edge 𝑣𝑤 with both ends in one of the two partition
classes, say in 𝑋 . Then the path 𝑣𝑇𝑤 has even length and hence 𝑣𝑇𝑤+ 𝑣𝑤 is an odd
cycle, giving a contradiction. �

C.7 Graph Operations and Graph Modifications

Let 𝐻 and 𝐺 be two graphs. The union 𝐻 ∪𝐺 is the graph with 𝑉 (𝐻 ∪𝐺) =
𝑉 (𝐻) ∪𝑉 (𝐺) and 𝐸 (𝐻 ∪𝐺) = 𝐸 (𝐻) ∪ 𝐸 (𝐺); and the intersection 𝐻 ∩𝐺 is the
graph with 𝑉 (𝐻∩𝐺) = 𝑉 (𝐻) ∩𝑉 (𝐺) and 𝐸 (𝐻 ∩𝐺) = 𝐸 (𝐻) ∩𝐸 (𝐺). We say that
𝐻 and 𝐺 are disjoint if 𝐻 ∩𝐺 = ∅. The complement 𝐺 of 𝐺 is the graph with
𝑉 (𝐺) =𝑉 (𝐺) and 𝐸 (𝐺) = [𝑉 (𝐺)]2 \𝐸 (𝐺). So if𝐺 has order 𝑛 ≥ 0, then𝐺∪𝐺 = 𝐾𝑛

and 𝐺 ∩𝐺 = 𝐾𝑛.
Let 𝐺 be a graph and let 𝑋 be a set of vertices of 𝐺. We call 𝑋 an independent

set or 𝑝-independent set of 𝐺 if 𝐺 [𝑋] = 𝐾 𝑝, that is, |𝑋 | = 𝑝 and no two vertices of
𝑋 are adjacent in 𝐺. The independence number of 𝐺, written 𝛼(𝐺), is the largest
integer 𝑝 for which 𝐺 contains a 𝑝-independent set. We call 𝑋 a clique or 𝑝-clique
of 𝐺 if 𝐺 [𝑋] = 𝐾𝑝 , that is, |𝑋 | = 𝑝 and any two vertices of 𝑋 are adjacent in 𝐺. The
clique number of 𝐺, written 𝜔(𝐺), is the largest integer 𝑝 for which 𝐺 contains a
𝑝-clique. Clearly, 𝛼(𝐺) = 𝜔(𝐺) and 𝜔(𝐺) = 𝛼(𝐺)

Join Operation. If 𝐻 and 𝐺 are disjoint graphs, we define the join 𝐻 �𝐺 of
these two graphs to be the graph obtained from 𝐻 ∪𝐺 by adding all edges 𝑢𝑣 with
𝑢 ∈ 𝑉 (𝐻) and 𝑤 ∈ 𝑉 (𝐺). Assuming that all graphs 𝑃𝑛,𝐶𝑛 and 𝐾𝑛 are disjoint,
we have 𝐾𝑝+𝑞 = 𝐾𝑝 �𝐾𝑞 and 𝐾𝑝,𝑞 = 𝐾 𝑝 �𝐾𝑞. A wheel is a graph isomorphic to
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𝑊𝑛 = 𝐾1 �𝐶𝑛. The wheel 𝑊𝑛 is said to be odd or even depending on whether 𝑛 is
odd or even.

Vertex Splitting. Let 𝐻 and 𝐺 be disjoint graphs, let 𝑋 ⊆ 𝑉 (𝐻) and let 𝑣 ∈ 𝑉 (𝐺).
Let 𝐺′ denote a graph obtained from 𝐻 ∪ (𝐺 − 𝑣) by joining each vertex of 𝑁𝐺 (𝑣)
to exactly one vertex of 𝑋 such that each vertex in 𝑋 has a at least one neighbor in
𝑁𝐺 (𝑣). This is possible if 𝑑𝐺 (𝑣) ≥ |𝑋 |. We say that 𝐺′ is obtained from 𝐺 and 𝐻 by
(proper) splitting 𝑣 into 𝑋 .

Vertex Identification. Let 𝐺 be a graph and 𝑋 ⊆ 𝑉 (𝐺). We say that graph 𝐻 is
obtained from 𝐺 by identifying 𝑋 to a new vertex 𝑣, if 𝑉 (𝐻) =𝑉 (𝐺 − 𝑋) ∪ {𝑣} and
𝐸 (𝐻) = 𝐸 (𝐺 − 𝑋) ∪ {𝑣𝑢 | 𝑢 ∈ 𝑉 (𝐺) \ 𝑋, 𝑁𝐺 (𝑢) ∩ 𝑋 ≠ ∅}.

Vertex Duplication. Duplicating a vertex 𝑣 of a graph 𝐺 produces a new graph 𝐺′

by adding a new vertex 𝑣′ and joining 𝑣′ to all neighbors of 𝑣 in 𝐺 (but not to 𝑣).

Edge Contraction. Let 𝐺 be a graph and let 𝑒 be an edge of 𝐺. By 𝐺/𝑒 we
denote the graph obtained from 𝐺 by identifying the ends of 𝑒; we then say that 𝐺/𝑒
is obtained from 𝐺 by contracting the edge 𝑒.

Edge Subdivision. Let 𝐺 be a graph and let 𝑒 be an edge of 𝐺. We say that 𝐻
is obtained from 𝐺 by subdividing the edge 𝑒, if 𝐻 is obtained from𝐺− 𝑒 by adding
a new vertex 𝑣𝑒 and by joining 𝑣𝑒 to the ends of 𝑒.

Hajós Construction. Suppose 𝐻 and 𝐺 are disjoint graphs, 𝑥1𝑦1 ∈ 𝐸 (𝐻) and
𝑥2𝑦2 ∈ 𝐸 (𝐺). The Hajós join of 𝐺 and 𝐻 with respect to (𝑥1, 𝑦1) and (𝑥2, 𝑦2)
is the graph 𝐺′ obtained from 𝐻∪𝐺 by deleting the edges 𝑥1𝑦2 and 𝑥2𝑦2, identify-
ing 𝑥1, 𝑥2 to a new vertex 𝑥 and adding the edge 𝑦1𝑦2.

Graph Products. Let 𝐺 and 𝐻 be graphs. The Cartesian product 𝐺�𝐻 has vertex
set𝑉 (𝐺) ×𝑉 (𝐻), and (𝑣,𝑤) is adjacent to (𝑣′, 𝑤′) if and only if either (1) 𝑣 is adjacent
to 𝑣′ in 𝐺 and 𝑤 = 𝑤′, or (2) 𝑣 = 𝑣′ and 𝑤 is adjacent to 𝑤′ in 𝐻. The lexicographic
product (or composition) 𝐺 [𝐻] is the graph with vertex set𝑉 (𝐺) ×𝑉 (𝐻), in which
(𝑣,𝑤) is adjacent to (𝑣′, 𝑤′) if and only if either (1) 𝑣𝑣′ ∈ 𝐸 (𝐺), or (2) 𝑣 = 𝑣′ and
𝑤𝑤′ ∈ 𝐸 (𝐻). The direct product (or categorial product) 𝐺 ×𝐻 has vertex set
𝑉 (𝐺) ×𝑉 (𝐻), and (𝑣,𝑤) is adjacent to (𝑣′, 𝑤′) if and only if 𝑣 is adjacent to 𝑣′ in 𝐺
and 𝑤 is adjacent to 𝑤′ in 𝐻.

C.8 Minors and Subdivisions

We have already discussed some simple ways of modifying a graph by means of
local graph operations, such as vertex deletion, edge deletion, edge contraction and
edge subdivision.
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Let 𝐺 be a graph. Any subgraph of 𝐺 can be obtained from 𝐺 by repeated
application of the operations vertex deletion and edge deletion; any induced subgraph
of𝐺 can be obtained from𝐺 by repeated application of the operation vertex deletion;
and any spanning subgraph of 𝐺 can be obtained from 𝐺 by repeated application of
the operation edge deletion.

A graph 𝐻 is a minor of 𝐺 if an isomorphic copy of 𝐻 can be obtained from
𝐺 by repeated application of the operations of vertex deletion, edge deletion and
edge contraction, where these operation can be performed in any order. If 𝐻 is a
minor of 𝐺, we write 𝐻 � 𝐺. It follows from the definition that if 𝐻 and 𝐻′ are
isomorphic graphs, then 𝐻 � 𝐺 if and only if 𝐻′ � 𝐺. Furthermore, every subgraph
of 𝐺 is a minor of 𝐺; and every minor of 𝐺 can be obtained from a subgraph of
𝐺 by a sequence of edge contractions. It is easy to prove that 𝐻 � 𝐺 if and only if
there is a set {𝑋𝑣 | 𝑣 ∈ 𝑉 (𝐻)} of pairwise disjoint subsets of 𝑉 (𝐺) such that 𝐺 [𝑋𝑣]
is connected for all 𝑣 ∈ 𝑉 (𝐻) and 𝐸𝐺 (𝑋𝑣, 𝑋𝑤) ≠∅ whenever 𝑣𝑤 ∈ 𝐸 (𝐻). The minor
relation � is an partial order on the class of graphs, that is, the relation is reflexive,
transitive, and antisymmetric in the sense that 𝐻 � 𝐺 and 𝐺 � 𝐻 implies 𝐻 � 𝐺.

A graph 𝐻 is a subdivision of 𝐺 if an isomorphic copy of 𝐻 can be obtained from
𝐺 by successive edge subdivision; or equivalently, by replacing edges with pairwise
internally disjoint paths (so an edge 𝑣𝑤 is replaced by an 𝑣-𝑤 path). A graph 𝐻 is a
topological minor of 𝐺 if a subgraph of 𝐺 is (isomorphic to) a subdivision of 𝐻;
in this case we write 𝐻 �𝑡 𝐺. So 𝐻 �𝑡 𝐺 if and only if there is an injective mapping
𝜑 : 𝑉 (𝐻) → 𝑉 (𝐺) such that for every edge 𝑣𝑤 of 𝐻 there is a 𝜑(𝑣)-𝜑(𝑤) path in 𝐺
and all these paths are internally vertex disjoint. Clearly, 𝐻 �𝑡 𝐺 implies 𝐻 � 𝐺, but
not conversely. However, if Δ(𝐻) ≤ 3, then 𝐻 � 𝐺 and 𝐻 �𝑡 𝐺 are equivalent (see
[286, Proposition 1.7.2])

C.9 Multipartite Graphs and Turán Graphs

A 𝑝-partite graph is a graph 𝐺 whose vertex set is the disjoint union of 𝑝 sets
(called partite sets or parts), in such a way that no edge of 𝐺 has both ends
in the same part. If any two vertices in different partite sets are adjacent, then
𝐺 is called a complete multipartite graph, respectively a complete 𝑝-partite
graphcompleteppartitegraph. Thus a graph 𝐺 is complete 𝑝-partite if and only if
𝐺 is the disjoint union of 𝑝 complete graphs (where one or more of the complete
graphs may be empty).

Let 𝑛 and 𝑝 be positive integers. The Turán graph 𝑇𝐺 (𝑛, 𝑝) is the unique
complete 𝑝-partite graph with 𝑛 vertices whose partite sets differ in size by at most
1. Note that if 𝑛 has the form 𝑛 = ℎ𝑝 + 𝑟 with 0 ≤ 𝑟 < 𝑝, then

𝑇𝐺 (𝑛, 𝑝) � 𝐾𝑛1 �𝐾𝑛2 � · · ·�𝐾𝑛𝑝 ,

where 𝑛𝑖 = ℎ+1 for 𝑖 ∈ [1, 𝑟] and 𝑛𝑖 = ℎ for 𝑖 ∈ [𝑟+1, 𝑝] (see Figure C.1). In particular,
𝑇𝐺 (𝑛, 𝑝) = 𝐾𝑛 if 𝑛 ≤ 𝑝. The Turán graph 𝐺 = 𝑇𝐺 (𝑛, 𝑝) is an edge-maximal 𝐾𝑝+1-
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free graph, that is, 𝜔(𝐺) ≤ 𝑝 but𝜔(𝐺 + 𝑣𝑤) = 𝑝+1 for every edge 𝑣𝑤 ∈ 𝐸 (𝐺); where
𝐺 + 𝑣𝑤 is the graph obtained from 𝐺 by adding the edge 𝑣𝑤. The number of edges of
𝑇𝐺 (𝑛, 𝑝), denoted by 𝑡(𝑛, 𝑝), is called the Turán number. The next result, which
was proved in 1941 by Turán [1031], opened a new branch in discrete mathematics,
known as extremal graph theory.

Fig. C.1 The Turán graph 𝑇𝐺 (7,3) .

Theorem C.8 (Turán’s Theorem) Let 𝑛 and 𝑝 be positive integers. If 𝐺 is an
edge-maximal 𝐾𝑝+1-free graph of order 𝑛, then 𝐺 � 𝑇𝐺 (𝑛, 𝑝).

Proof First we claim that the degrees of any two nonadjacent vertices of 𝐺 are
equal, and the degrees of any two adjacent vertices of 𝐺 differ by at most one. For
otherwise, deleting the vertex whose degree is smaller and duplicating the other
vertex results in 𝐾𝑝+1-free graph of order 𝑛 having more edges than 𝐺, giving a
contradiction. Next we claim that 𝐺 is a complete multipartite graph. For otherwise,
𝐺 contains three vertices 𝑣, 𝑣1, 𝑣2 such that 𝑣𝑣1, 𝑣𝑣2 ∉ 𝐸 (𝐺) but 𝑣1𝑣2 ∈ 𝐸 (𝐺). By the
first claim, all three vertices have the same degree. But then deleting both 𝑣1 and 𝑣2
and duplicating 𝑣 twice results in a 𝐾𝑝+1-free graph of order 𝑛 having more edges
than 𝐺, giving a contradiction. Thus 𝐺 is a complete 𝑝-partite graph and the sizes
of any two nonempty parts differ by at most one. Consequently, 𝐺 � 𝑇𝐺 (𝑛, 𝑝) as
required. �

The above proof of Turán’s theorem is due to Zykov [1105]. Turán’s theorem
implies, in particular, that

𝑡(𝑛, 𝑝) = max{|𝐸 (𝐺) | | 𝜔(𝐺) ≤ 𝑝∧ |𝐺 | = 𝑛}. (C.1)

for all positive integers 𝑛 and 𝑝.
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C.10 Automorphism Group of Graphs

Given two graphs 𝐺 and 𝐻, an isomorphism from 𝐺 to 𝐻 is a bijective mapping
𝜙 :𝑉 (𝐺) → 𝑉 (𝐻) such that, for all vertices 𝑣,𝑤 ∈ 𝑉 (𝐺),

𝑣𝑤 ∈ 𝐸 (𝐺) ⇐⇒ 𝜙(𝑣)𝜙(𝑤) ∈ 𝐸 (𝐻).

An isomorphism of a graph 𝐺 to itself is called an automorphism of 𝐺. Note
that any automorphism of 𝐺 is a permutation on its vertex set 𝑉 . The set of all
automorphisms of 𝐺 forms a group under composition of mappings; this group is
called the automorphism group of 𝐺 written as Aut(𝐺). So Aut(𝐺) is a subgroup
of the symmetric group Sym(𝑉). The graph 𝐺 is said to be transitive if Aut(𝐺)
acts transitively on its vertex set 𝑉 , that is, for all vertices 𝑣,𝑤 ∈ 𝑉 there exists an
automorphism 𝛾 ∈ Aut(𝐺) such that 𝛾(𝑣) = 𝑤.

Proposition C.9 Let 𝐺 be a graph, and let 𝛾 ∈ Aut(𝐺) be an automorphism of 𝐺
Then the following statements hold:

(a) 𝑑𝐺 (𝛾(𝑣)) = 𝑑𝐺 (𝑣) for all 𝑣 ∈ 𝑉 (𝐺).
(b) dist𝐺 (𝛾(𝑣), 𝛾(𝑤)) = dist𝐺 (𝑣,𝑤) for all 𝑣,𝑤 ∈ 𝑉 (𝐺).

Proof Note that 𝛾 is bijective and, for 𝑣,𝑤 ∈ 𝑉 (𝐺), we have 𝑣𝑤 ∈ 𝐸 (𝐺) if and only if
𝛾(𝑣)𝛾(𝑤) ∈ 𝐸 (𝐺). Consequently, 𝑁𝐺 (𝛾(𝑣)) = 𝛾(𝑁𝐺 (𝑣)) and so 𝑑𝐺 (𝑣) = |𝑁𝐺 (𝑣) | =
|𝑁𝐺 (𝛾(𝑣)) | = 𝑑𝐺 (𝛾(𝑣)), which proves (a). If 𝑃 = (𝑣1, 𝑣2, . . . , 𝑣𝑛) is a 𝑣-𝑤 path in 𝐺,
then 𝑃′ = (𝛾(𝑣1), 𝛾(𝑣2), . . . , 𝛾(𝑣𝑛)) is a 𝛾(𝑣)-𝛾(𝑤) path in 𝐺 (and vice versa) with
ℓ(𝑃′) = ℓ(𝑃). Since 𝛾−1 ∈ Aut(𝐺), this implies (b). �

Let Γ be a permutation group acting on a finite nonempty set 𝑉 . Then Γ is a finite
set and |Γ| is its order. Given a subgroup Γ′ of Γ and a permutation 𝛾 ∈ Γ, the set

𝛾 ◦Γ′ = {𝛾 ◦𝛾′ | 𝛾′ ∈ Γ′}

is a left coset of Γ′ in Γ, and Γ/Γ′ denotes the set of all left cosets. It is well-known,
that Γ/Γ′ forms a partition of Γ and Lagrange’s theorem says that

|Γ| = |Γ/Γ′ | |Γ′ |. (C.2)

For elements 𝑣,𝑤 ∈ 𝑉 , define

𝑣 ∼Γ 𝑤⇐⇒∃𝛾 ∈ Γ : 𝑤 = 𝛾(𝑣).

Then ∼Γ is an equivalence relation on 𝑉 , and an equivalence class is called an orbit.
So 𝑂 ⊆ 𝑉 is an orbit if and only if there is an 𝑣 ∈ 𝑉 and 𝑂 = {𝛾(𝑣) | 𝛾 ∈ Γ}. Given an
element 𝑣 ∈ 𝑉 , the set

Γ𝑣 = {𝛾 ∈ Γ | 𝛾(𝑣) = 𝑣}

is called the stabilizer of 𝑣 in Γ; the stabilizer is an subgroup of Γ. There is a simple
relation between the number 𝑚 of orbits of Γ and the order of its stabilizers, namely
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𝑚 |Γ| =
∑
𝑣∈𝑉

|Γ𝑣 |.

This result is due to Cauchy and Frobenius, but it is often referred to as the Burnside
lemma. If ∅ ≠𝑈 ⊆ 𝑉 , then define

Γ𝑈 =
⋂
𝑣∈𝑈

Γ𝑣 and Γ|𝑈 = {𝛾 |𝑈 | 𝛾 ∈ Γ}.

Proposition C.10 Let Γ be a permutation group on a finite nonempty set 𝑉 , and let
∅ ≠𝑈 ⊆ 𝑉 . Then |Γ| = |Γ|𝑈 | · |Γ𝑈 |.

Proof Clearly, Γ𝑈 is a subgroup of Γ. For 𝛾, 𝛾′ ∈ Γ we then deduce that

𝛾 ◦Γ𝑈 = 𝛾′ ◦Γ𝑈 ⇐⇒ 𝛾−1 ◦𝛾′ ∈ Γ𝑈
⇐⇒ (𝛾−1 ◦𝛾′) (𝑣) = 𝑣 ∀𝑣 ∈𝑈
⇐⇒ 𝛾(𝑣) = 𝛾′ (𝑣) ∀𝑣 ∈𝑈
⇐⇒ 𝛾 |𝑈 = 𝛾′ |𝑈 .

Thus |Γ|𝑈 | = |Γ/Γ𝑈 | and the result follows from equation (C.2). �

C.11 Graph Properties and Graph Invariants

Let G denote the class of all graphs. A graph property P is a subclass of G that
is closed under isomorphism, that is, if a graph 𝐺 belongs to P, then so does every
graph isomorphic to 𝐺. A graph property P is trivial if P = G, or P = ∅, or P
consists only of the empty graph. Thus a graph property is nontrivial if and only if
it contains a nonempty graph, but not all graphs. A graph property is monotone if
it is closed under taking subgraphs, and it is hereditary if it is closed under taking
induced subgraphs. Obviously, every monotone graph property is a hereditary graph
property, but not vice versa.

Every hereditary graph property can be defined in terms of forbidden induced
subgraphs. Given a class or set X of graphs, let Forb(X) be the class of graphs
𝐺 ∈ G such that no induced subgraph of 𝐺 is isomorphic to a graph of X. Clearly,
Forb(X) is a hereditary graph property, and Forb(X) = G if and only if X = ∅.
If X = {𝐻1, 𝐻2, . . . , 𝐻𝑛}, then we abbreviate Forb(X) by Forb(𝐻1, 𝐻2, . . . , 𝐻𝑛). A
graph 𝐺 is said to be X-free if 𝐺 ∈ Forb(X). If X consists of a single graph 𝐻,
then the term becomes 𝐻-free; a 𝐾3-free graph is also called triangle-free. The
class Forb(𝐻) is empty if and only if 𝐻 = ∅; and the class Forb(𝐻) consists only
of the empty graph if and only if 𝐻 = 𝐾1. The class Forb(𝐾2) of 𝐾2-free graphs
consists of all edgeless graphs. Figure C.2 below shows a list of popular forbidden
subgraphs; these small graphs have special names. For example, the class Forb(𝐾1,3)
of claw-free graphs has attracted particular attention, see the 2005 survey paper by
Chudnowsky and Seymour [240].
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claw paw hammerbull

chair cochair cricket dart

gem paraglider diamond butterfly

house HVN cross fork

Fig. C.2 Small graphs with names.

In the class of graphs G we have the subgraph relation ⊆, the induced subgraph
relation �, the minor relation �, and the topological minor relation �𝑡 . In what
follows let 
 be one of these relations. If 𝐻 
 𝐺 and 𝐻 � 𝐺, then we write 𝐻 �𝐺.
The relation 
 is reflexive, transitive, and antisymmetric in the sense that 𝐻 
 𝐺
and 𝐺
𝐻 implies 𝐻 � 𝐺. Furthermore, every strictly descending chain in (G,
) is
finite. A graph property P is 
-hereditary if it is closed with respect to the relation

, that is, if 𝐺 belongs to P, then so does every graph 𝐻 with 𝐻 
 𝐺. Thus P is
monotone if and only if it is ⊆-hereditary; and P is hereditary if and only if it is
�-hereditary. For a class X of graphs, let

Forb
 (X) = {𝐺 ∈ G | ∀𝐻 ∈ G ∀𝐻′ ∈ X : 𝐻 
𝐺 ⇒ 𝐻 � 𝐻′}

Clearly, Forb
 (X) is a 
-hereditary graph property and Forb(X) = Forb� (X). For a
graph property P, let

Crit
 (P) = {𝐺 ∈ G | 𝐺 ∉ P ∧∀𝐻 (𝐻 �𝐺 ⇒ 𝐻 ∈ P)}.

Note that Crit
 (P) is a graph property, which is empty if and only if P = G. Since
every strictly descending chain in (G,
) is finite, it follows that for every graph
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𝐺 ∉ P there exists a graph 𝐺′ ∈ Crit
 (P) such that 𝐺′ 
𝐺. If P is a 
-hereditary
graph property, then

P = Forb
 (Crit
 (P)). (C.3)

A graph parameter (or graph invariant) is a map 𝜌 that assigns to each graph
𝐺 ∈ G a real number 𝜌(𝐺) such that 𝜌(𝐻) = 𝜌(𝐺) for any two isomorphic graphs
𝐻,𝐺 ∈ G. A graph parameter 𝜌 is called
-monotone if𝐻
𝐺 implies 𝜌(𝐻) ≤ 𝜌(𝐺),
for any graphs 𝐺,𝐻 ∈ G. A graph parameter is monotone if it is ⊆-monotone. For a
graph parameter 𝜌 and a real number 𝑥, let

G(𝜌 ≤ 𝑥) = {𝐺 ∈ G | 𝜌(𝐺) ≤ 𝑥}.

Clearly, G(𝜌 ≤ 𝑥) is a graph property. If 𝜌 is a 
-monotone graph parameter, then
the graph property G(𝜌 ≤ 𝑥) is 
-hereditary for all 𝑥 ∈ R, and vice versa. For
Forb
 (G(𝜌 ≤ 𝑥)) we also write Forb
 (𝜌 ≤ 𝑥), and for Crit
 (G(𝜌 ≤ 𝑥)) we also
write Crit
 (𝜌 ≤ 𝑥). Note that if 𝜌 is a graph parameter, then

Crit
 (𝜌 ≤ 𝑥) = {𝐺 ∈ G | 𝜌(𝐺) > 𝑥∧∀𝐻 (𝐻 �𝐺 ⇒ 𝜌(𝐻) ≤ 𝑥)}.

A graph property P is additive if P is closed under taking vertex disjoint unions.
So if P is an additive graph property, then a nonempty graph belongs to P if and
only if each of its components belong to P. A graph parameter 𝜌 is additive if
𝜌(𝐻 ∪𝐺) = max{𝜌(𝐺), 𝜌(𝐻)} whenever 𝐺 and 𝐻 are disjoint graphs. Clearly, if
𝜌 is an additive graph parameter, then G(𝜌 ≤ 𝑥) is an additive graph property for
every 𝑥 ∈ R. Furthermore, if 𝜌 is a monotone graph parameter, then 𝜌 is additive if
and only if 𝜌(𝐻∪𝐺) ≤ max{𝜌(𝐺), 𝜌(𝐻)} whenever𝐺 and 𝐻 are disjoint nonempty
graphs. The maximum degreeΔ, the clique number𝜔 and the independence number
𝛼 are examples of monotone graph parameters; while the minimum degree 𝛿 and the
connectivity 𝜅 are nonmonotone graph parameters. For a nonempty graph 𝐺, let

ad(𝐺) = 2|𝐸 (𝐺) |
|𝐺 |

be the average degree of 𝐺, and let mad(𝐺) = max{ad(𝐻) | ∅ ≠ 𝐻 ⊆ 𝐺} be the
maximum average degree. Clearly, both the average degree and the maximum
average degree are monotone graph parameters. To see that the average degree is
an additive graph parameter, let 𝐺1 and 𝐺1 be disjoint nonempty graphs, and let
𝑎𝑖 = 2|𝐸 (𝐺𝑖) | and 𝑏𝑖 = |𝐺𝑖 | (𝑖 = 1,2). Then

ad(𝐺1 ∪𝐺2) =
𝑎1 + 𝑎2

𝑏1 + 𝑏2
≤ max{ 𝑎1

𝑏1
,
𝑎2

𝑏2
} = max{ad(𝐺1),ad(𝐺2)},

where the inequality holds, since if 𝐵 = 𝑏1 + 𝑏2 and 𝑀 = max{ 𝑎1
𝑏1
, 𝑎2
𝑏2
}, then we have

𝑎1 + 𝑎2

𝑏1 + 𝑏2
=
𝑎1

𝑏1

𝑏1

𝐵
+ 𝑎2

𝑏2

𝑏2

𝐵
≤ 𝑀

𝑏1

𝐵
+𝑀

𝑏2

𝐵
= 𝑀.
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As a consequence, we obtain that the maximum average degree is additive, too. Thus
for every nonempty graph 𝐺, we have

mad(𝐺) = max{ad(𝐻) | 𝐻 ⊆ 𝐺,𝐻 is connected}. (C.4)

For the empty graph, we define ad(∅) = 0 and mad(∅) = 0.

C.12 Multigraphs and Directed Multigraphs

A multigraph is a triple𝐺 = (𝑉,𝐸,𝑖), where𝑉 and 𝐸 are two finite disjoint sets, and
𝑖 : 𝐸 → [𝑉]2. As for graphs,𝑉 =𝑉 (𝐺) is the vertex set of𝐺 and 𝐸 = 𝐸 (𝐺) is the edge
set of𝐺; moreover, 𝑖= 𝑖𝐺 is called the incidence function of𝐺. A vertex 𝑣 is incident
with an edge 𝑒 if 𝑣 ∈ 𝑖𝐺 (𝑒). The two vertices incident with an edge 𝑒 are the ends
of 𝑒; and 𝑒 is said to join its ends. Terminology introduced for graphs will be used
correspondingly. For instance, for 𝑣 ∈𝑉 (𝐺), we put 𝐸𝐺 (𝑣) = {𝑒 ∈ 𝐸 (𝐺) | 𝑣 ∈ 𝑖𝐺 (𝑒)},
and for 𝑋,𝑌 ⊆ 𝑉 (𝐺), we denote by 𝐸𝐺 (𝑋,𝑌 ) the set of edges of 𝐺 joining a vertex
of 𝑋 with an vertex of 𝑌 . The degree of a vertex 𝑣 is 𝑑𝐺 (𝑣) = |𝐸𝐺 (𝑣) |, and the
multiplicity of two distinct vertices 𝑣 and 𝑤 of 𝐺 is 𝜇𝐺 (𝑣,𝑤) = |𝐸𝐺 (𝑣,𝑤) |; distinct
edges in 𝐸𝐺 (𝑣,𝑤) are called multiple edges or parallel edges. The maximum
multiplicity of 𝐺 is denoted by 𝜇(𝐺). Thus, a graph is essentially the same as a
multigraph without multiple edges, that is, with 𝜇(𝐺) ≤ 1. Note that our multigraphs
have no loops. If 𝐺 is a multigraph without parallel edges, then for an edge 𝑒 with
𝑖𝐺 (𝑒) = {𝑣,𝑤} we also write 𝑒 = 𝑣𝑤 or 𝑒 = 𝑤𝑣, so we can identify 𝑒 with the 2-subset
{𝑢, 𝑣}. Conversely, every graph 𝐺 may be viewed as a multigraph whose incidence
function is the identity function of its edge set, that is, 𝑖𝐺 (𝑒) = 𝑒 for every edge
𝑒 ∈ 𝐸 (𝐺).

Let 𝐺 and 𝐻 be two multigraphs. Then 𝐻 is a submultigraph of 𝐺, written
𝐻 ⊆ 𝐺, if 𝑉 (𝐻) ⊆ 𝑉 (𝐺), 𝐸 (𝐻) ⊆ 𝐸 (𝐺), and 𝑖𝐺 (𝑒) = 𝑖𝐻 (𝑒) for all edges 𝑒 ∈ 𝐸 (𝐻).
We say that𝐺 and𝐻 are isomorphic if there is a bijective map 𝜙 :𝑉 (𝐺) →𝑉 (𝐻) such
𝜇𝐺 (𝑣,𝑤) = 𝜇𝐻 (𝜙(𝑣), 𝜙(𝑤)) whenever 𝑣 and 𝑤 are distinct vertices of 𝐺. If 𝐻1 and
𝐻2 are two submultigraphs of 𝐺, then the union 𝐻 = 𝐻1 ∪𝐻2 is the submultigraph
of𝐺 with𝑉 (𝐻) =𝑉 (𝐻1) ∪𝑉 (𝐻2) and 𝐸 (𝐻) = 𝐸 (𝐻1) ∪𝐸 (𝐻2), and the intersection
𝐻′ = 𝐻1 ∩𝐻2 is the submultigraph of 𝐺 with 𝑉 (𝐻) = 𝑉 (𝐻1) ∩𝑉 (𝐻2) and 𝐸 (𝐻) =
𝐸 (𝐻1) ∩𝐸 (𝐻2). A decomposition of a multigraph 𝐺 is a list of submultigraphs of
𝐺 such that each edge of 𝐺 appears in exactly one subgraph in the list.

The underlying graph of a multigraph 𝐺 is the graph 𝐻 with 𝑉 (𝐻) =𝑉 (𝐺) and
𝐸 (𝐻) = {𝑖𝐺 (𝑒) | 𝑒 ∈ 𝐸 (𝐺)}; then for 𝑋 ⊆ 𝑉 (𝐺), we have 𝑁𝐺 (𝑋) = 𝑁𝐻 (𝑋). Clearly,
such 𝐺 and 𝐻 are isomorphic if and only if 𝐺 has no parallel edges.

Let𝐺 be a multigraph. Two distinct edges of𝐺 which are incident with a common
vertex are called adjacent edges of 𝐺. A matching of 𝐺 is a set of pairwise
nonadjacent edges, so no two edges of a matching have a common end. For a set
𝑀 ⊆ 𝐸 (𝐺), we denote by 𝑉 (𝑀) the set of vertices which are incident to some edge
of 𝑀; a vertex in 𝑉 (𝑀) is said to be covered by 𝑀 . In 1935 Hall [463] established
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a necessary and sufficient condition for the existence of a matching in a bipartite
multigraph that covers every vertex in one of its part.

Theorem C.11 (Hall’s Theorem) Let𝐺 be a bipartite multigraph with parts 𝑋 and
𝑌 . Then 𝐺 has a matching 𝑀 with 𝑉 (𝑀) ⊇ 𝑋 if and only if |𝑁𝐺 (𝑆) | ≥ |𝑆 | for all
𝑆 ⊆ 𝑋 .

Let 𝐺 be a graph. The maximum number of edges in a matching of 𝐺 is called
the matching number of 𝐺, written 𝛼′ (𝐺). Furthermore, we denote by odd(𝐺) the
number of components of 𝐺 having odd order. The following result is due to Tutte
and Berge (see [144, Corollary16.12]).

Theorem C.12 (The Berge-Tutte Formula) Every graph 𝐺 satisfies 𝛼′ (𝐺) =
max{ 1

2 (|𝐺 −odd(𝐺 −𝑃) + |𝑃 | |) | 𝑃 ⊂ 𝑉 (𝐺)}.

Note that our multigraphs may have parallel edges but no loops. A pseudomulti-
graph is a triple 𝐺 = (𝑉,𝐸,𝑖𝐺), where 𝑉 and 𝐸 are two finite disjoint sets, and
𝑖𝐺 : 𝐸 → [𝑉]1 ∪ [𝑉]2. As for graphs, the elements of 𝑉 are the vertices and the
elements of 𝐸 are the edges. An edge 𝑒 of a pseudomultigraph with 𝑖𝐺 (𝑒) = {𝑣} for
a vertex 𝑣 ∈ 𝑉 is called a loop at 𝑣. Similarly, a pseudograph is a pair 𝐺 = (𝑉,𝐸)
with 𝐸 ⊆ [𝑉]1∪ [𝑉]2. Note that a vertex 𝑣 of a pseudograph is isolated if there is no
edge {𝑣,𝑤} of the pseudograph with 𝑣 ≠ 𝑤.

A multidigraph (or directed multigraph) 𝐷 is a pair of two finite disjoint sets,
the vertex set 𝑉 (𝐷) and the edge set 𝐸 (𝐷), together with two maps

𝑣+𝐷 : 𝐸 (𝐷) →𝑉 (𝐷) and 𝑣−𝐷 : 𝐸 (𝐷) → 𝑉 (𝐷)

assigning to every edge 𝑒 an initial vertex 𝑣+𝐷 (𝑣) and a terminal vertex 𝑣−𝐷 (𝑣) such
that 𝑣+𝐷 (𝑒) ≠ 𝑣−𝐷 (𝑒). If it is clear that we refer to the digraph 𝐷 we write 𝑣+(𝑒) and
𝑣− (𝑒) rather than 𝑣+𝐷 (𝑒) and 𝑣−𝐷 (𝑒), respectively. The edge 𝑒 is said to be directed
from 𝑣+(𝑒) to 𝑣− (𝑒). If there exists an edge in 𝐷 directed from 𝑣 to 𝑤, then 𝑤 is called
a successor or out-neighbor of 𝑣, and 𝑣 is called a predecessor or in-neighbor of
𝑤. For a vertex 𝑣 of a multidigraph 𝐷, let 𝑁+

𝐷 (𝑣) be the set of all out-neighbors of 𝑣
in 𝐷, and let 𝑁−

𝐷 (𝑣) be the set of all in-neighbors of 𝑣 in 𝐷. The number of vertices
of a multidigraph 𝐷 is its order, denoted by |𝐷 |.

A multidigraph may have several edges between the same two vertices. Such
edges are called multiple edges; if they have the same direction, say from 𝑢 to
𝑣, they are parallel. Note that our digraphs have no loops. A multidigraph without
multiple edges is called a simple digraph. A strict digraph is a multidigraph without
parallel edges. So if 𝐷 is a strict digraph, then between any two distinct vertices 𝑣
and 𝑤 there is at most one edge directed from 𝑣 to 𝑤 and at most one edge directed
from 𝑤 to 𝑣. If 𝑒 is an edge of a strict digraph 𝐷 directed from 𝑢 to 𝑣, we also write
𝑒 = (𝑢, 𝑣), so the edge set of 𝐷 may be regarded as a subset of𝑉 (𝐷)2 =𝑉 (𝐷) ×𝑉 (𝐷).

Let 𝐷 be a multidigraph. For a vertex 𝑣 ∈ 𝑉 (𝐷), define

𝐸+
𝐷 (𝑣) = {𝑒 ∈ 𝐸 (𝐷) | 𝑣+𝐷 (𝑒) = 𝑣} and 𝐸−

𝐷 (𝑣) = {𝑒 ∈ 𝐸 (𝐷) | 𝑣−𝐷 (𝑒) = 𝑣}.
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Then 𝑑+𝐷 (𝑣) = |𝐸+
𝐷 (𝑣) | is the out-degree of 𝑣 in 𝐷, and 𝑑−𝐷 (𝑣) = |𝐸−

𝐷 (𝑣) | is the
in-degree of 𝑣 in 𝐷. Furthermore, Δ+(𝐷) = max𝑣∈𝑉 (𝐷 ) 𝑑

+
𝐷 (𝑣) is the maximum

out-degree of 𝐷, and 𝛿+(𝐷) = min𝑣∈𝑉 (𝐷 ) 𝑑
+
𝐷 (𝑣) is the minimum out-degree of

𝐷. Similarly, we define the maximum in-degree Δ− (𝐷) and the minimum in-
degree 𝛿−(𝐷) of 𝐷. Note that if 𝐷 is a strict digraph, then 𝑑+𝐷 (𝑣) = |𝑁+

𝐷 (𝑣) | and
𝑑−𝐷 (𝑣) = |𝑁−

𝐷 (𝑣) | for every vertex 𝑣 of 𝐷.
Let 𝐷,𝐷′ be two multidigraphs. We call 𝐷′ a subdigraph of 𝐷 if 𝑉 (𝐷′) ⊆

𝑉 (𝐷), 𝐸 (𝐷′) ⊆ 𝐸 (𝐷), and for all 𝑒 ∈ 𝐸 (𝐷′) we have 𝑣+𝐷′ (𝑒) = 𝑣+𝐷 (𝑒) as well as
𝑣−𝐷′ (𝑒) = 𝑣−𝐷 (𝑒). If 𝑋 ⊆ 𝑉 (𝐺), then 𝐷 [𝑋] is the subdigraph induced by 𝑋 , that is,
the subdigraph 𝐷′ of 𝐷 satisfying

𝑉 (𝐷′) = 𝑋 and 𝐸 (𝐷′) = {𝑒 ∈ 𝐸 (𝐷) | {𝑣+(𝑒), 𝑣− (𝑒)} ⊆ 𝑋}.

So 𝐷′ is an induced subdigraph of 𝐺 if 𝐷′ = 𝐷 [𝑉 (𝐷′)]. A decomposition of 𝐷 is
a list of subdigraphs of 𝐷 such that each edge of 𝐷 belongs to exactly one subdigraph
in the list.

Let 𝐷 be a multidigraph. The underlying graph of 𝐷, denoted by 𝐺𝐷, is the
unique graph with vertex set 𝑉 (𝐺𝐷) = 𝑉 (𝐷) and 𝐸 (𝐺𝐷) = {{𝑣+𝐷 (𝑒), 𝑣−𝐷 (𝑒)} | 𝑒 ∈
𝐸 (𝐷)}. The multidigraph 𝐷 is said to be connected if 𝐺𝐷 is connected. A set
𝑋 ⊆ 𝑉 (𝐷) is called an independent set of 𝐷 if 𝑋 is an independent set of 𝐺𝐷 , that
is, 𝐷 [𝑋] is a multidigraph without edges. A set 𝑋 ⊆ 𝑉 (𝐷) is called an clique of 𝐷 if
𝑋 is a clique of 𝐺𝐷. A kernel of 𝐷 is an independent set 𝑆 of 𝐷 such that for every
vertex 𝑢 ∈ 𝑉 (𝐷) \ 𝑆 there is an edge in 𝐷 directed from 𝑢 to some vertex 𝑣 ∈ 𝑆. We
say that 𝐷 is kernel-perfect if every induced subdigraph of 𝐷 has a kernel.

A directed path 𝑃 is a simple directed graph whose underlying graph is a path
(𝑣1, 𝑣2, . . . , 𝑣𝑛) such that 𝑣+𝐷 (𝑣𝑖𝑣𝑖+1) = 𝑣𝑖 for 𝑖 ∈ [1, 𝑛− 1]. In this case we also say
that 𝑃 is a directed path from 𝑣1 to 𝑣𝑛. A directed cycle is a simple directed graph
whose underlying graph is a cycle (𝑣1, 𝑣2, . . . , 𝑣𝑛, 𝑣1) such that 𝑣+𝐷 (𝑣𝑖𝑣𝑖+1) = 𝑣𝑖 for
𝑖 ∈ [1, 𝑛− 1] and 𝑣+𝐷 (𝑣𝑛𝑣1) = 𝑣𝑛. As for graphs, a directed cycle is called odd or
even depending on whether its order is odd or even. A digraph is acyclic if it has no
directed cycle. Note that if 𝐷 is an acyclic digraph, then its underlying graph may
have cycles. It is easy to show that every nonempty acyclic digraph 𝐷 contains a
vertex 𝑣 with 𝑑+𝐷 (𝑣) = 0 as well as a vertex 𝑤 with 𝑑−𝐷 (𝑤) = 0 (take a directed path
in 𝐷 whose order is maximum). As for graphs, a directed path or directed cycle of
a digraph 𝐷 is called a directed Hamilton path respectively a directed Hamilton
cycle of 𝐷 if it contains all vertices of 𝐷.

Let 𝐺 be a graph or multigraph. An orientation of 𝐺 is a multidigraph 𝐷 with
vertex set 𝑉 (𝐷) = 𝑉 (𝐺) and edge set 𝐸 (𝐷) = 𝐸 (𝐺) such that every edge 𝑒 ∈ 𝐸 (𝐷)
satisfies 𝑖𝐺 (𝑒) = {𝑣+𝐷 (𝑒), 𝑣−𝐷 (𝑒)}. So an orientation of 𝐺 is a multidigraph obtained
from 𝐺 by assigning to each edge of 𝐺 a direction from one of its ends to the other.
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C.13 Graphs on Surfaces

Figure C.3 shows three different drawings of the Petersen graph in the plane, but
none of the three drawings is crossing-free. The Petersen graph can be embedded
on the torus, but not in the plane. In this section we review some basic facts for
graphs embedded in the plane or in other (closed) surfaces. Here a surface is a
connected compact 2-dimensional manifold without boundary. Such surfaces can be
classified according to their Euler characteristic and orientability. The orientable
surfaces are the surfaces S𝑔, for 𝑔 ≥ 0, obtained from the (2-dimensional) sphere
by attaching 𝑔 handles. So S0 is the sphere and S1 is the torus. The nonorientable
surfaces are the surfaces Nℎ, for ℎ ≥ 1, obtained by taking the sphere with ℎ holes
and attaching ℎ Möbius bands along their boundary to the boundary of their holes.
So N1 is the projective plane and N2 is the Klein bottle. The Euler characteristic
𝜀(S) of the surface S is 2−2𝑔 if S = S𝑔 and 2− ℎ if S = Nℎ. The derived invariant
eg(S) = 2− 𝜀(S) is the Euler genus of S. The famous classification theorem due to
Brahana [166] states that every (closed) surface is homeomorphic either to S𝑔 for
some 𝑔 ≥ 0, or to Nℎ for some ℎ ≥ 1. Each surface may be viewed as a topological
subspace of either R3 or R4. By Brahana’s theorem, two surfaces are topologically
the same if and only if both are either orientable or nonorientable and both have the
same Euler characteristic. The Euler characteristic of the sphere with 𝑔 handles and
ℎ Möbius bands is 2−2𝑔− ℎ, and it is nonorientable when ℎ ≥ 1.

Fig. C.3 Three drawings of the Petersen graph.

Let T ⊆ R𝑛 be a topological subspace with the usual induced topology. If X is a
subset of T, then we denote its boundary by bd(X), its interior by int(X), and its
closure by cl(X). An arc, a circle, a closed disc, and an open disc in T are subsets
that are homeomorphic (in the subspace topology) to the real interval R[0,1], to
the 1-sphere S1 = {x ∈ R2 | ‖x‖ = 1}, to the 2-ball B2 = {x ∈ R2 | ‖x‖ ≤ 1}, and to
the disc {x ∈ R2 | ‖𝑥‖ < 1}, respectively. If a is an arc in T and 𝑔 : R[0,1] → a is
the corresponding homomorphism, then the endpoints of a are 𝑔(0) and 𝑔(1); we
also say that a is an arc between 𝑔(0) and 𝑔(1) or an 𝑔(0)-𝑔(1) arc; further we
call the elements of a \ {𝑔(0), 𝑔(1)} the internal points of a. The components of
a nonempty subset X of T are the equivalence classes of X, where two points of
X are equivalent if they are the same or if there exists an arc a ⊆ X between these
two points. A nonempty subset X of T is connected if it is its only component. Let
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C be a circle in T. Then C is a nonseparating circle if T \C is connected, and
a separating circle otherwise. The circle C is contractible if it is the boundary
of a closed disk in T, and noncontractible otherwise. If S is a surface and C is a
separating circle in S, then S \C has exactly two components, both with boundary
C. If S is a surface different from the sphere and C is a contractible circle in S, then
a disk D such that C = bd(D) is uniquely determined; in this case we call the open
disk int(D) the inside of C, denoted by ins(C), and we call S \D the outside of 𝐷.
The Jordan curve theorem says that if C is a circle in the plane R2, then R2 \C has
exactly two components X1 and X2, and bd(X1) = bd(X2) = C. Exactly one of the
two components, say X1 is bounded and the other one is unbounded. Then the inside
of C is int(X1) and the outside of C is int(X2). Furthermore, every surface different
from the sphere contains a nonseparating circle.

Let T ⊆ R𝑛 be a topological space. An embedded multigraph in T (or a T-
multigraph) is a multigraph 𝐺 such that every member of 𝑉 (𝐺) is a point of T,
every member 𝑒 of 𝐸 (𝐺) is an arc of T, such that both endpoints of an arc 𝑒 ∈ 𝐸 (𝐺),
but no interior point of 𝑒, belong to 𝑉 (𝐺), and such that any two different arcs of
𝐸 (𝐺) have at most two endpoints and no interior point in common. Furthermore,
for every arc 𝑒 ∈ 𝐸 (𝐺), 𝑖𝐺 (𝑒) is the set consisting of the two endpoints of 𝑒. Then
we denote by G the subspace of T induced by 𝐺, that is,

G = 𝑉 (𝐺) ∪
⋃

𝑒∈𝐸 (𝐺)
𝑒.

If 𝐻 ⊆ 𝐺 is a subgraph of 𝐺, then H is a subspace of G and hence of T. The faces of
𝐺 are the components of T\G; we denote by 𝐹 (𝐺) the set of all faces of 𝐺. A vertex
𝑣 ∈ 𝑉 (𝐺) is incident to a face 𝑓 ∈ 𝐹 (𝐺) if 𝑣 ∈ bd( 𝑓 ); an edge 𝑒 ∈ 𝐸 (𝐺) is incident
to 𝑓 if bd( 𝑓 ) contains an interior point of 𝑒. We say that 𝐺 is 2-cell embedded in T
if all faces of 𝐺 are open disks. Let 𝐺 be an (abstract) graph or multigraph. We say
that 𝐺 is embeddable in T if 𝐺 is isomorphic to a T-multigraph 𝐺′; in this case we
call 𝐺′ an embedding of 𝐺 in T. The class of all graphs embeddable in T is denoted
by G(↩→ T); clearly, this class is a graph property. A 2-cell embedding of 𝐺 is an
embedding of 𝐺 which is 2-cell embedded; a 2-cell embedding is also referred to
as a cellular embedding. If T is the plane R2 or a surface, then a multigraph is
embeddable in T if and only if its underlying graph is embeddable in T. The same
statement holds for pseudographs, that is, loops do not affect the embeddability.

Let T be a surface or the plane, and let 𝐺 be a graph embedded in T. Then every
edge is incident either to exactly one face or to two different faces of 𝐺. Furthermore,
an edge 𝑒 ∈ 𝐸 (𝐺) is incident to a face 𝑓 ∈ 𝐹 (𝐺) if and only if 𝑒 ⊆ bd( 𝑓 ). Thus for
every face 𝑓 ∈ 𝐹 (𝐺), there is a unique graph 𝐻 ⊆ 𝐺 such that H = bd( 𝑓 ). This graph
𝐻 is denoted by Bd( 𝑓 ); it is called the boundary subgraph of 𝑓 . If 𝑓 ∈ 𝐹 (𝐺) and
𝐻 is a subgraph of 𝐺, we say that 𝑓 is bounded by 𝐻 if 𝐻 = Bd( 𝑓 ). A subgraph of
𝐺 is called a facial subgraph if it is the boundary subgraph of some face of 𝐺. A
facial cycle is a facial subgraph that is a cycle. Every vertex of T has a (topological)
neighborhood which is homeomorphic to an open disk. If 𝑣 ∈ 𝑉 (𝐺) is a vertex, then
the edges incident with 𝑣 are arranged in a cyclic order, which can be described
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by a cyclic permutation 𝜋𝑣 ∈ Sym(𝐸𝐺 (𝑣)) (respectively by the inverse permutation
𝜋−1
𝑣 ). Then for all edges 𝑒 ∈ 𝐸 (𝐺) there is a face 𝑓 ∈ 𝐹 (𝐺) such that both 𝑒 and

𝜋𝑣(𝑒) are incident with 𝑓 . This face is not unique if 𝑑𝐺 (𝑣) = 2. Furthermore, if a
vertex 𝑣 is incident with an edge 𝑒 and this edge is incident with a face 𝑓 , then either
𝜋𝑣(𝑒) is incident with 𝑓 or 𝜋−1

𝑣 (𝑒) is incident with 𝑓 . These observations can be
used to define facial walks (see Thomassen [1011] or Mohar and Thomassen [752]).
Let 𝑓 ∈ 𝐹 (𝐺) be a face, let 𝐻 = Bd( 𝑓 ) the subgraph bounded by 𝑓 , and let 𝐻′ be a
component of 𝐻. Then there is a closed walk𝑊 = (𝑣1, 𝑣2, . . . , 𝑣𝑚, 𝑣𝑚+1) with 𝑣𝑚+1 = 𝑣1
such that 𝑉 (𝐻′) = {𝑣1, . . . , 𝑣𝑚}, 𝐸 (𝐻′) = {𝑣𝑖𝑣𝑖+1 | 𝑖 ∈ [1,𝑚]}, every edge appears at
most twice in this walk (if an edge appears twice in the walk, then it appears in both
directions), and an edge appears twice if and only if 𝑓 is the only face incident with
that edge. If the boundary subgraph of 𝑓 is connected, then modulo orientation and
starting vertex, there is exactly one facial walk associated with 𝑓 . The degree of a
face 𝑓 ∈ 𝐹 (𝐺), denoted by 𝑑𝐺 ( 𝑓 ), is the number of edges in the boundary subgraph
of 𝑓 plus the number of bridges of 𝐺 belonging to the boundary subgraph of 𝑓 . Note
that if 𝑒 is a bridge of 𝐺 belonging to the boundary subgraph of 𝑓 , then 𝑒 does not
belong to the boundary subgraph of any other face. Hence, each edge of 𝐺 appears
twice as an edge of the boundary subgraph of a face, implying that∑

𝑓 ∈𝐹 (𝐺)
𝑑𝐺 ( 𝑓 ) = 2|𝐸 (𝐺) |. (C.5)

If 𝐺 is a connected graph and |𝐺 | ≥ 3, then, for every face 𝑓 ∈ 𝐹 (𝐺), we have
𝑑𝐺 ( 𝑓 ) ≥ 3 and equality hods if and only if 𝑓 is bounded by a triangle 𝐾3. If 𝐶 ⊆ 𝐺
is a cycle, then C is a circle in T. We say that 𝐶 is a contractible cycle, if the circle
T is contractible in S; and a noncontractible cycle otherwise.

Proposition C.13 Let T be a surface or the plane, let 𝐺 be a graph embedded in T,
and let 𝐶 ⊆ 𝐺 a contractible cycle, such that 𝐶 is an induced subgraph of 𝐺 and
𝐺 −𝑉 (𝐶) is connected. Then 𝐶 is a facial cycle of 𝐺.

Proof As 𝐶 is contractible, T \C has exactly two components X1 and X2 such that
bd(X1) = bd(X1) = C. Since 𝐺 −𝑉 (𝐶) is a connected graph embedded in S \C, we
deduce that that either 𝑉 (𝐺) ∩X1 = ∅ or 𝑉 (𝐺) ∩X2 = ∅; say 𝑉 (𝐺) ∩X2 = ∅. This
implies that 𝑉 (𝐺) ⊆ cl(X1). Let 𝑒 ∈ 𝐸 (𝐺). If both ends of 𝑒 are in 𝐶, then 𝑒 ∈ 𝐸 (𝐶)
(since 𝐶 is an induced cycle of 𝐺) and so 𝑒 ⊆ C ⊆ cl(X1). If one endpoint of 𝑒 lies
in X1, then 𝑒 ⊆ cl(X1). It follows that G ⊆ cl(X1), which implies that X2 is a face of
𝐺 whose boundary subgraph is 𝐶. �

A proof of the following well known results can be found in Diestel’s book [286,
Proposition 4.2.6 and Proposition 4.2.7]. Let 𝐺 be an arbitrary graph, and let 𝐶 ⊆ 𝐺
be a cycle. We call 𝐶 a separating cycle of 𝐺 if 𝐺 −𝑉 (𝐶) is disconnected, and a
nonseparating cycle otherwise.

Proposition C.14 Let 𝐺 be a 2-connected graph embedded in the plane or the
sphere. Then for all faces 𝑓 ∈ 𝐹 (𝐺), the closure cl( 𝑓 ) is a closed disk and so Bd( 𝑓 )
is a cycle.
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Proposition C.15 The facial subgraphs in a 3-connected graph embedded in the
plane or the sphere are precisely its nonseparating induced cycles.

In order to view an embedding of a graph or multigraph on a surface, we may use
a polygonal representation of that surface. A torus can be obtained from a rectangle
𝐴𝐵𝐶𝐷 by identifying the side 𝐴𝐵 with the side 𝐷𝐶 and the side 𝐴𝐷 with the side
𝐵𝐶. A projective plane may be represented by the disk B2 in which every point on
the boundary is identified with its antipodal point. Figure C.4(a) shows an 2-cell
embedding of 𝐾4 in the torus, it has two faces bounded by the cycle (1,2,3,4,1) and
the closed walk (1,2,4,1,3,4,2,3,1), respectively. Figure C.4(b) shows a non-2-cell
embedding of 𝐾4 in the torus, it has three faces and one of its faces is homeomorphic
to a cylinder and is bounded by the facial walk (1,2,3,1,4,3,1). Figure C.5 shows
a 2-cell embedding of the Petersen graph in the projective plane. Note that 2-cell
embedded graphs are connected.

Fig. C.4 Two embeddings of 𝐾4 in the torus.

Fig. C.5 An embedding of the Petersen graph in the projective plane.

Many results about graphs embedded on surfaces are just consequences of the
following result, which is known as Euler’s Formula. A proof of this result may be
found in [865] or in [752].
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Theorem C.16 (Euler’s Formula) If a connected graph 𝐺 is 2-cell embedded in
a surface S, then

|𝑉 (𝐺) | − |𝐸 (𝐺) | + |𝐹 (𝐺) | = 𝜀(S).

If a connected graph𝐺 has an embedding in a surface S, but not a 2-cell embedding
in S, then we cannot apply Euler’s formula directly. However in this case we can
apply the following result obtained by Kagno [544] (see also [752] or [1086]).

Theorem C.17 Let S be a surface, and let 𝐺 ∈ G(↩→ S) be a connected graph
embeddable in S. Then there is a surface S′ with 𝜀(S′) ≥ 𝜀(S) such that 𝐺 has a
2-cell embedding in S′.

Theorem C.18 Let S be a surface. If 𝐺 ∈ G(↩→ S) is a connected graph with 𝑛
vertices, 𝑚 edges and girth at least 𝑔, where 𝑛 ≥ 𝑔 ≥ 3, then

𝑚 ≤
𝑔

𝑔−2
(𝑛− 𝜀(𝑆)).

Proof By Theorem C.17 there is a surface S′ such that 𝜀(S′) ≥ 𝜀(S) and 𝐺 has a
2-cell embedding 𝐺′ in S. Clearly, 𝐺′ has 𝑛 vertices and 𝑚 edges. Let ℓ = |𝐹 (𝐺′) |.
Since 𝐺′ is 2-cell embedded in S′, for every face 𝑓 ∈ 𝐹 (𝐺′) the facial subgraph
Bd( 𝑓 ) is connected and gives rise to exactly one facial walk, which is a closed walk
in 𝐺′. Since 𝐺′ has girth at least 𝑔 and 𝑛 ≥ 𝑔, we deduce that every facial walk in
𝐺′ has at least 𝑔 edges. Since each edge occurs exactly twice in facial walks, we
conclude that 𝑔ℓ ≤ 2𝑚. Then, according to Theorem C.16, we obtain that

𝜀(S) ≤ 𝜀(S′) = 𝑛−𝑚 + ℓ ≤ 𝑛−𝑚 + 2𝑚
𝑔

,

from which the result follows. �

Note that the condition 𝑛 ≥ 𝑔 in the above theorem is necessary, since we consider
graphs with girth at least 𝑔 and not graphs with girth exactly 𝑔, and any tree has
girth at least 𝑔. Since any graph has girth at least three, Theorem C.18 immediately
implies the following result.

Corollary C.19 Let S be a surface. If 𝐺 ∈ G(↩→ S) is a connected graph with 𝑛
vertices and 𝑚 edges, where 𝑛 ≥ 3, then 𝑚 ≤ 3(𝑛− 𝜀(𝑆)).

Corollary C.20 Let S be a surface. Suppose that 𝐺 is connected graph that is 2-cell
embedded in S, and𝐺 has 𝑛 vertices and𝑚 edges, where 𝑛 ≥ 3. Then𝑚 ≤ 3(𝑛−𝜀(S))
and equality holds if and only if 𝑑𝐺 ( 𝑓 ) = 3 for all faces 𝑓 ∈ 𝐹 (𝐺).

Proof Let ℓ = |𝐹 (𝐺) |. Since 𝐺 is connected and 2-cell embedded in S, we have
𝑚 − 𝑛 + ℓ = 𝜀(S) (by Theorem C.16). Since 𝐺 is connected and 𝑛 ≥ 3, we have
𝑑𝐺 ( 𝑓 ) ≥ 3 for all 𝑓 ∈ 𝐹 (𝐺). By (C.5), this leads to
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2𝑚 =
∑

𝑓 ∈𝐹 (𝐺)
𝑑𝐺 ( 𝑓 ) ≥ 3ℓ = 3(𝑚−𝑛+ 𝜀(S)), (C.6)

which is equivalent to
𝑚 ≤ 3(𝑛− 𝜀(S)). (C.7)

Equality holds in (C.7) if and only if it holds in (C.6), that is, if and only if 𝑑𝐺 ( 𝑓 ) = 3
for all 𝑓 ∈ 𝐹 (𝐺). �

Since the graph property G(↩→ S) is monotone, Corollary C.19 leads to an upper
bound for the maximum average degree of graphs embeddable in S in terms of its
Euler characteristic. Such a bound was established by Heawood [487]. For a surface
S, we call

𝐻 (S) =

⌊
7+

√
49−24 𝜀(S)

2

⌋
(C.8)

the Heawood number of S. We may also express the Heawood number of S in terms
of its Euler genus eg(S) = 2− 𝜀(S), so

𝐻 (S) =

⌊
7+

√
24 eg(S) +1

2

⌋
.

For instance, the Heawood number of the sphere is 𝐻 (S0) = 4. In his fundamental
paper [487] published in 1890 Heawood proved the following result.

Theorem C.21 Let S be a surface, and let𝐺 be a graph embeddable in S. If 𝜀(S) ≥ 1,
then mad(𝐺) < 6 and so 𝛿(𝐺) ≤ 5; and if 𝜀(S) ≤ 0, then

mad(𝐺) ≤
5+

√
49−24𝜀(S)

2

and so 𝛿(𝐺) ≤ 𝐻 (S) −1.

Proof Note that 𝛿(𝐺) ≤ �mad(𝐺)�. Thus, because of (C.4) and since G(↩→ S) is
monotone, it suffices to show that every connected graph 𝐺 ∈ G(↩→ S) satisfies
ad(𝐺) < 6 if 𝜀(S) ≥ 1, and

ad(𝐺) ≤ ℎ(S) =
5+

√
49−24𝜀(S)

2

otherwise. So let 𝐺 ∈ G(↩→ S) be a connected graph. Suppose that 𝐺 has 𝑛 vertices,
𝑚 edges and average degree 𝐷. If 𝑛 ≤ 2, then 𝐷 ≤ 1 and there is nothing to prove.
So assume that 𝑛 ≥ 3. Then it follows from Corollary C.19 that 𝑚 ≤ 3(𝑛−𝜀(S)), and
since 𝐷 = 2𝑚

𝑛 this gives 𝑛𝐷 ≤ 6(𝑛− 𝜀(S)). If 𝜀(S) ≥ 1, this implies 𝐷 < 6 and we
are done. So assume that 𝜀(S) ≤ 0. Then ℎ(S) ≥ 6 and there is nothing to prove if
𝐷 ≤ 6. So assume that 𝐷 > 6. Since 𝑚 ≤ 3(𝑛− 𝜀(S)) and 𝐷 = 2𝑚/𝑛, we get again
𝐷𝑛 ≤ 6(𝑛− 𝜀(S)), which is equivalent to 𝑛(𝐷 − 6) + 6𝜀(S) ≤ 0. Since 𝐷 > 6 and
𝑛 ≥ Δ(𝐺) +1 ≥ 𝐷 +1, we get (𝐷 +1) (𝐷−6) +6𝜀(S) ≤ 0, from which we obtain that
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𝐷 ≤
5+

√
49−24𝜀(S)

2

and so 𝛿(𝐺) ≤ �𝐷� ≤ 𝐻 (S) −1. Thus the proof is complete. �

For a surface S and a graph parameter 𝜌, let

𝜌(S) = max{𝜌(𝐺) | 𝐺 ∈ G(↩→ S)}.

Theorem C.21 then says that every surface S different from the sphere satisfies
𝛿(S) ≤ 𝐻 (S) −1 and so 𝜔(S) ≤ 𝐻 (S). For the sphere we have 𝛿(S0) ≤ 5 and𝜔(S0) =
𝐻 (S0) = 4. For every surface S distinct from the Klein bottle, the Heawood number
𝐻 (S) is, in fact, the maximum order of a complete graph enbeddable in S, that
is, 𝜔(S) = 𝐻 (S). This landmark result, that was conjectured by Heawood [487], is
due to Ringel [863] and Ringel and Youngs [866]. For the Klein bottle, we have
𝜔(N2) = 6, but 𝐻 (N2) = 7.

The (orientable) genus og(𝐺) and the nonorientable genus ng(𝐺) of a graph 𝐺
is the minimum 𝑔 and the minimum ℎ, respectively, for which 𝐺 is embeddable in the
orientable surface S𝑔, respectively, in the nonorientable surface Nℎ. So if og(𝐺) = 𝑔,
then𝐺 is embeddable in an orientable surface S if and only if eg(𝐺) ≥ 2𝑔. It is known,
see [752], that ng(𝐺) ≤ 2og(𝐺) +1 for every graph 𝐺. If ng(𝐺) = 2og(𝐺) +1, then
𝐺 is said to be orientably simple. For instance, every planar graph 𝐺 is orientably
simple, since og(𝐺) = 0 and ng(𝐺) = 1. Note that we consider trees as orientably
simple graphs, although some authors exclude them. An embedding of 𝐺 in the
surface S𝑔 with 𝑔 = og(𝐺) is called a minimum genus embedding of 𝐺. Similarly,
a nonorientable minimum genus embedding of 𝐺 is an embedding of 𝐺 in the
surface Nℎ with ℎ = ng(𝐺). For the next theorem the reader is referred to Mohar and
Thomassen [752] and to Parson et al. [798].

Theorem C.22 Let 𝐺 be a connected graph. Then the following statements hold:

(a) Every minimum genus embedding of 𝐺 is a 2-cell embedding.
(b) If ng(𝐺) ≤ 2og(𝐺), then every nonorientable minimum genus embedding of

𝐺 is a 2-cell embedding.

Remark C.23 Let 𝐺 be a connected graph with 𝑛 vertices and 𝑚 edges, where 𝑚 ≥
3𝑛+2 and 𝑛 ≥ 4. If 𝐺 ∈ G(↩→ S), then 3𝑛+2 ≤ 𝑚 ≤ 3(𝑛−𝜀(S)) (by Corollary C.19),
which leads to 𝜀(S) ≤ −1. Hence ng(𝐺) ≥ 3 and og(𝐺) ≥ 2. Suppose that 𝐺 can
be embedded in N3. Then ng(𝐺) = 3 ≤ 2og(𝐺), and Theorem C.22(b) implies that
every embedding of 𝐺 in N3 is a 2-cell embedding. Now we fix such an embedding
𝐺 in N3, which we may also denote by 𝐺. Then 𝑚 ≤ 3(𝑛+1) (by Corollary C.19),
and so 3𝑛 + 2 ≤ 𝑚 ≤ 3𝑛 + 3. If 𝑚 = 3𝑛 + 3, then 𝑑𝐺 ( 𝑓 ) = 3 for all 𝑓 ∈ 𝐹 (𝐺) (by
Corollary C.20). If 𝑚 = 3𝑛+2, then it follows from the proof of Corollary C.20 that
there is a face 𝑓 ′ ∈ 𝐹 (𝐺) such that 𝑑𝐺 ( 𝑓 ) = 3 for all 𝑓 ∈ 𝐹 (𝐺) \ { 𝑓 ′} and 𝑑𝐺 ( 𝑓 ′) = 4.
Since 𝑛 ≥ 4 and 𝐺 is connected, this implies that each face of the embedding 𝐺 is
bounded by a 3-cycle except for at most one face which is bounded by a 4-cycle.



580 C Basic Graph Theory Concepts

The genus of the complete graphs was established by Ringel [863] and by Ringel
and Youngs [866]; they used this result to give a complete answer to the Heawood
problem concerning the clique number of surfaces.

Theorem C.24 The following statements hold:

(a) og(𝐾𝑛) =
⌈
(𝑛−3) (𝑛−4)

12

⌉
for 𝑛 ≥ 3.

(b) ng(𝐾𝑛) =
⌈
(𝑛−3) (𝑛−4)

6

⌉
for 𝑛 ≥ 3 and 𝑛 ≠ 7.

(c) If S is a surface distinct from the Klein bottle, then 𝜔(S) = 𝐻 (S); moreover,
𝜔(N2) = 6 and ng(𝐾7) = 3.

A planar graph is a graph embeddable in the plane; and a plane graph is a
graph embedded in the plane. So each planar graph is isomorphic to a plane graph,
and vice versa. If 𝐺 is a plane graph, then exactly one of its faces is unbounded. This
face is the outer face of 𝐺, the other faces are its inner faces.

A graph is embeddable in the planeR2 if and only if it is embeddable in the sphere
S0, that is, the two classes G(↩→ R2) and G(↩→ S0) are the same. This follows from
the fact that if 𝑥 is any point of the sphere, then S0 \ {𝑥} is homeomorphic to R2; and
the stereographic projection 𝜋𝑥 : S0 \ {𝑥} → R2 is a homeomorphism between these
two spaces. Let 𝐺 be a planar graph, let 𝐺′ be an embedding of 𝐺 in the sphere, let
𝑓 ∈ 𝐹 (𝐺′) be an arbitrary face, and let 𝑥 ∈ 𝑓 be an arbitrary point. Then the image
𝐺∗ of 𝐺′ under the stereographic projection 𝜋𝑥 is an embedding of 𝐺 in the plane,
and there is a one-to-one correspondence between the faces of 𝐺′ and 𝐺∗, where
the image of the face 𝑓 \ {𝑥} with respect to 𝜋𝑥 is the outer face of 𝐺∗. Conversely,
if 𝐺∗ is an embedding of 𝐺 in the plane, then its preimage with respect to 𝜋𝑥 is an
embedding of 𝐺 on the sphere. This can be used to prove the following result (see
also Bondy and Murty [144, Proposition 10.5]).

Proposition C.25 Let 𝐺 be a planar graph, and let 𝑓 be a face in some embedding
of 𝐺 in the plane. Then there is an embedding of 𝐺 in the plane whose outer face
has the same boundary subgraph as 𝑓 .

By Theorem C.22(a) it follows that every embedding of a planar connected graph
in the sphere is a 2-cell embedding; and the same holds for every embedding of a
planar connected graph in the plane. Furthermore, if 𝐺 is a plane connected graph,
then

|𝑉 (𝐺) | − |𝐸 (𝐺) | + |𝐹 (𝐺) | = 2, (C.9)

implying, by (C.5), that ∑
𝑥∈𝐹 (𝐺)∪𝑉 (𝐺)

(𝑑𝐺 (𝑥) −4) = −8. (C.10)

Moreover, it follows from the proof of Theorem C.18 that every connected plane
graph𝐺 with 𝑛 ≥ 3 vertices has at most 3𝑛−6 edges, where equality hods if and only
if 𝑑𝐺 ( 𝑓 ) = 3 for all 𝑓 ∈ 𝐹 (𝐺), that is, each face is bounded by a triangle. A plane
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graph in which each face is bounded by a triangle is called a plane triangulation.
A maximal planar graph is a planar graph 𝐺 such that adding any new edge (from
its complement 𝐺) to 𝐺 results in a nonplanar graph. Hence, each planar graph is
a spanning subgraph of a maximal planar graph. If 𝐺 is a planar graph of order
𝑛 ≤ 4, then 𝐺 is maximal planar if and only if 𝐺 is a 𝐾𝑛. A proof of the following
proposition can be found in [286, Proposition 4.2.8].

Proposition C.26 If 𝐺 is a maximal planar graph with |𝐺 | ≥ 3, and 𝐺′ is an em-
bedding of 𝐺 in the plane, then 𝐺′ is a triangulation.

Summarizing all results about planar and plane graphs mentioned in this section,
we obtain the following result.

Corollary C.27 Let 𝐺 be a planar graph with 𝑛 vertices and 𝑚 edges, where 𝑛 ≥ 3.
Then 𝑚 ≤ 3𝑛−6 and equality holds if and only if 𝐺 is maximal planar.

Proof There is a maximal planar graph 𝐺̃ containing 𝐺 as a subgraph and with
|𝐺̃ | = |𝐺 |. Let 𝐺′ be an embedding of 𝐺̃ in the plane and let 𝑚̃ be the number of
edges of 𝐺̃. Then 𝐺′ is a triangulation (by Proposition C.26), and so 𝐺̃ is connected.
Hence, 𝑚 ≤ 𝑚̃ = 3𝑛−6 (by Corollary C.20). Furthermore, 𝑚 = 3𝑛−6 if and only if
𝐺 = 𝐺̃, that is, if and only if 𝐺 is maximal planar. �

Corollary C.28 Let𝐺 be a planar graph with |𝐺 | ≥ 3, and let𝐺′ be an embedding of
𝐺 in the plane. Then 𝐺 is maximal planar if and only if 𝐺′ is a plane triangulation.

A triangulation (respectively, quadrangulation) of a surface S is a graph 𝐺 that
is cellular embedded in S such that each facial subgraph of 𝐺 is a 𝐶4 (respectively,
a 𝐶3); the corresponding embedding of 𝐺 in S is said to be triangular (respectively
quadrangular). A graph 𝐺 embedded in the sphere is a triangulation of the sphere
if and only if 𝐺 is a maximal planar graph. Let 𝐺 be an embedding of 𝐾3 in the
torus, such that the triangle is a contractible cycle of the torus. Then 𝐺 has two
faces both of degree 3, but 𝐺 is not 2-cell embedded in the torus and hence 𝐺 is
not a triangulation of the torus. On the other hand, every embedding of 𝐾7 in the
torus is a triangular embedding. There is an quadrangular embedding of 𝐾4 in the
projective plane N1 with three facial 4-cycles, namely (𝑢, 𝑣,𝑤, 𝑥,𝑢), (𝑢, 𝑣, 𝑥,𝑤,𝑢) and
(𝑢, 𝑥, 𝑣,𝑤,𝑢).

Suppose that 𝐺 is a graph embedded in a surface or the plane and 𝛿(𝐺) ≥ 2. Then
every face of 𝐺 of degree at most five is bounded by a cycle.

Remark C.29 Let𝐺 be a nonbipartite graph that is embedded in the projective plane
such that each facial subgraph of 𝐺 is a 𝐶4. Then 𝐺 is a quadrangulation of N1. To
prove this it suffices to show that the embedding of 𝐺 in N1 is a cellular embedding.
Let 𝑛 = |𝑉 (𝐺) |, 𝑚 = |𝐸 (𝐺) | and ℓ = |𝐹 (𝐺) |. Let 𝐶 be a shortest odd cycle of 𝐺, and
let 𝑝 = |𝐶 |. Since 𝐺 is nonbipartite such a cycle exists. Since every facial subgraph is
a 𝐶4, we obtain that 𝐺 is connected and 𝐶 is a noncontractible cycle of N1. Clearly,
𝐶 has no chords in 𝐺. Then, by cutting the projective plane N1 along 𝐶, we obtain a
plane graph 𝐺𝐶 with outer cycle 𝑂𝐶 , where |𝑂𝐶 | = 2𝑝 and 𝐺 can be obtained from
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𝐺𝐶 by identifying opposite vertices of 𝑂𝐶 . In particular, 𝐺𝐶 has order 𝑛𝐶 = 𝑛+ 𝑝
and 𝑚𝐶 = |𝐸 (𝐺𝐶 ) | = 𝑚 + 𝑝. Since every facial subgraph of 𝐺 is a 𝐶4, we obtain that
𝐺𝐶 is connected and ℓ𝐶 = |𝐹 (𝐺𝐶 ) | = ℓ + 1. Clearly, 𝐺𝐶 is 2-cell embedded in the
plane and so 𝑛𝐶 −𝑚𝐶 + ℓ𝐶 = 2 which implies that 𝑛−𝑚 + ℓ = 1 = 𝜀(N1). From this
it follows that 𝐺 is 2-cell embedded in N1.

C.14 Hypergraphs

A hypergraph 𝐻 is a pair of sets, 𝑉 (𝐻) and 𝐸 (𝐻), where 𝑉 (𝐻) is finite and 𝐸 (𝐻)
is a subset of 2𝑉 (𝐻 ) such that |𝑒 | ≥ 2 for all 𝑒 ∈ 𝐸 (𝐻). The set𝑉 (𝐻) is the vertex set
of 𝐻 and its elements are the vertices of 𝐻. The set 𝐸 (𝐻) is the edge set of 𝐻 and
its elements are the edges of 𝐻. Thus graphs are special hypergraphs and we adopt
the notation for graphs. A hypergraph 𝐻 is empty if 𝑉 (𝐻) = 𝐸 (𝐻) = ∅; in this case
we write 𝐻 = ∅.

Let 𝐻 be a hypergraph. The number of vertices of 𝐻 is its order, denoted by
|𝐻 |. An edge 𝑒 with |𝑒 | ≥ 3 is called a hyperedge, and an edge 𝑒 with |𝑒 | = 2 is
an ordinary edge. If all edges of 𝐻 have the same size 𝑝, then 𝐻 is said to be 𝑝-
uniform. So a graph is a 2-uniform hypergraph, that is, a hypergraph in which each
edge is ordinary. A vertex 𝑣 is incident with an edge 𝑒 if 𝑣 ∈ 𝑒. For a vertex 𝑣 of 𝐻, let
𝐸𝐻 (𝑣) = {𝑒 ∈ 𝐸 (𝐻) | 𝑣 ∈ 𝑒}. The degree of 𝑣 in 𝐻 is 𝑑𝐻 (𝑣) = |𝐸𝐻 (𝑣) |. Let 𝛿(𝐻) and
Δ(𝐻) denote the minimum degree and the maximum degree of 𝐻, respectively. A
nonempty hypergraph𝐻 is said to be regular and 𝑟-regular if all vertices of 𝐻 have
the same degree 𝑟, that is, if 𝛿(𝐺) = Δ(𝐺) = 𝑟. By double counting, we deduce that∑

𝑣∈𝑉 (𝐻 )
𝑑𝐻 (𝑣) =

∑
𝑒∈𝐸 (𝐻 )

|𝑒 |, (C.11)

which yields 𝑟 |𝐻 | = 𝑝 |𝐸 (𝐻) | if the hypergraph 𝐻 is 𝑝-uniform and 𝑟-regular.
Let 𝐻 and 𝐻′ be hypergraphs. If 𝑉 (𝐻′) ⊆ 𝑉 (𝐻) and 𝐸 (𝐻′) ⊆ 𝐸 (𝐻), then 𝐻′ is

called a subhypergraph of 𝐻 and we write 𝐻′ ⊆ 𝐻. Clearly, 𝐻 = 𝐻′ if and only if
𝐻′ ⊆ 𝐻 and 𝐻 ⊆ 𝐻′. A subhypergraph 𝐻′ of 𝐻 with 𝐻′ ≠ 𝐻 is said to be a proper
subhypergraph of 𝐻, written as 𝐻′ ⊂ 𝐻. As for graphs, 𝐻′ ⊆ 𝐻 is a spanning
subhypergraph if𝑉 (𝐻′) =𝑉 (𝐻). Let 𝑋 ⊆ 𝑉 (𝐻). We define two hypergraphs𝐻 [𝑋]
and 𝐻〈𝑋〉 by

𝑉 (𝐻 [𝑋]) = 𝑋 and 𝐸 (𝐻 [𝑋]) = 𝐸 (𝐻) ∩2𝑋,

and

𝑉 (𝐻〈𝑋〉) = 𝑋 and 𝐸 (𝐻〈𝑋〉) = {𝑒∩ 𝑋 | 𝑒 ∈ 𝐸 (𝐻) and |𝑒∩ 𝑋 | ≥ 2}.

While 𝐻 [𝑋] is a subhypergraph of 𝐻 (the subhypergraph of 𝐻 induced by 𝑋), 𝐻〈𝑋〉
need not be a subhypergraph of 𝐻. Clearly, if 𝐻 is a graph, then 𝐻 [𝑋] = 𝐻〈𝑋〉.
Furthermore, let 𝐻 − 𝑋 = 𝐻 [𝑉 (𝐻) \ 𝑋] and 𝐻 ÷ 𝑋 = 𝐻〈𝑉 (𝐻) \ 𝑋〉. As usual, we
abbreviate 𝐻 − {𝑣} by 𝐻 − 𝑣 and 𝐻 ÷ {𝑣} by 𝐻 ÷ 𝑣. A subhypergraph 𝐻′ of 𝐻 is



C.14 Hypergraphs 583

called an induced subhypergraph of 𝐻 if 𝐻′ = 𝐻 [𝑉 (𝐻′)]. For a set 𝐹 ⊆ 2𝑉 (𝐻 ) , we
define 𝐻 −𝐹 = (𝑉 (𝐻), 𝐸 (𝐻) \𝐹) and 𝐻 +𝐹 = (𝑉 (𝐻), 𝐸 (𝐻) ∪𝐹). When 𝐹 = {𝑒},
we abbreviate 𝐻 −𝐹 by 𝐻 − 𝑒 and 𝐻 +𝐹 by 𝐻 + 𝑒.

The hypergraphs𝐻 and 𝐻′ are isomorphic, written 𝐻 � 𝐻′, if there is a bijection
𝜙 :𝑉 (𝐻) →𝑉 (𝐻′) such that, for all sets 𝑒 ⊆ 𝑉 (𝐻), we have 𝑒 ∈ 𝐸 (𝐻) if and only if
𝜙(𝑒) ∈ 𝐸 (𝐻′).

For hypergraphs 𝐻 and 𝐻′ let 𝐻 ∪𝐻′ = (𝑉 (𝐻) ∪𝑉 (𝐻′), 𝐸 (𝐻) ∪ 𝐸 (𝐻′)) be
the union of 𝐻 and 𝐻′, and let 𝐻 ∩𝐻′ = (𝑉 (𝐻) ∩𝑉 (𝐻′), 𝐸 (𝐻) ∩ 𝐸 (𝐻′)) be the
intersection of 𝐻 and 𝐻′. We say that 𝐻 and 𝐻′ are disjoint if 𝐻∩𝐻′ = ∅.

Let 𝐻 be a hypergraph and let 𝑋 ⊆𝑉 (𝐻) be a vertex set. We call 𝑋 an independent
set or 𝑝-independent set of 𝐻 if |𝑋 | = 𝑝 and 𝐻 [𝑋] has no edges. The independence
number of 𝐻, written 𝛼(𝐻), is the largest integer 𝑝 for which 𝐻 contains a 𝑝-
independent set. We call 𝑋 a clique or 𝑝-clique of 𝐻 if |𝑋 | = 𝑝 and [𝑋]2 ⊆ 𝐸 (𝐻).
The clique number of 𝐻, written 𝜔(𝐺), is the largest integer 𝑝 for which 𝐻
contains a 𝑝-clique. If 𝑋 is a 𝑝-clique of 𝐻, then 𝐻 [𝑋] contains 𝐾𝑝 as a spanning
subhypergraph, but not necessarily as an induced subhypergraph.

Let 𝑞 ≥ 2 be an integer. For a set 𝑋 , let 𝐾𝑞 (𝑋) denote the hypergraph with
𝑉 (𝐾𝑞 (𝑋)) = 𝑋 and 𝐸 (𝐾𝑞 (𝑋)) = [𝑋]𝑞. We call 𝐾𝑞 (𝑋) an complete 𝑞-uniform
hypergraph. So 𝐾2 (𝑋) is a complete graph with vertex set 𝑋 , and𝐾𝑞 (𝑋) is edgeless
if |𝑋 | < 𝑟. If |𝑋 | = 𝑞, then we write 𝐾 (𝑋) instead of 𝐾𝑞 (𝑋). So 𝐾 (𝑋) is the
hypergraph with 𝑉 (𝐾 (𝑋)) = 𝑋 and 𝐸 (𝐾 (𝑋)) = {𝑋}, where |𝑋 | ≥ 2. If 𝐻 is a
complete 𝑞-uniform hypergraph of order 𝑛, then we also write 𝐻 = 𝐾𝑞

𝑛 and say that
𝐻 is a 𝐾𝑞

𝑛 .
A bipartite hypergraph is a hypergraph 𝐻 whose vertex set is the disjoint union

of two sets (called partite sets or parts), each of which is an independent set of 𝐻.
So if 𝐻 is a bipartite hypergraph with parts 𝑋 and 𝑌 , then both hypergraphs 𝐻 [𝑋]
and 𝐻 [𝑌 ] are edgeless, 𝑉 (𝐻) = 𝑋 ∪𝑌 and 𝑋 ∩𝑌 = ∅.

Let 𝐻 be a hypergraph and let 𝑊 = (𝑣0, 𝑒1, 𝑣1, . . . , 𝑣𝑛−1, 𝑒𝑛, 𝑣𝑛) be a sequence with
𝑛 ≥ 0 such that 𝑣0, 𝑣1, . . . , 𝑣𝑛 are vertices of 𝐻 and 𝑒1, 𝑒2, . . . , 𝑒𝑛 are edges of 𝐻. We
call 𝑊 a hyperwalk of 𝐻 if {𝑣𝑖−1, 𝑣𝑖} ⊆ 𝑒𝑖 for 1 ≤ 𝑖 ≤ 𝑛. We say that 𝑊 connects or
joins 𝑣0 and 𝑣𝑛, and that 𝑊 starts in 𝑣0, and terminates in 𝑣𝑛, and that 𝑊 is a 𝑣0-𝑣𝑛
hyperwalk. The vertices 𝑣0 and 𝑣𝑛 are called the ends of the hyperwalk 𝑊 , 𝑣0 being
its initial vertex and 𝑣𝑛 its terminal vertex; the remaining vertices 𝑣1, 𝑣2, . . . , 𝑣𝑛−1
are its internal vertices. The integer 𝑛 is called the length of𝑊 , written as ℓ(𝑊) = 𝑛.
The reverse sequence 𝑊−1 = (𝑣𝑛, 𝑒𝑛, 𝑣𝑛−1, . . . , 𝑣1, 𝑒1, 𝑣0) is also a hyperwalk in 𝐺. A
walk is odd or even, depending on whether its length is odd or even. The hyperwalk
𝑊 is called a hyperpath if all the vertices 𝑣𝑖 and all the edges 𝑒 𝑗 are distinct. The
hyperwalk 𝑊 with 𝑛 ≥ 2 is called a hypercycle if the the vertices 𝑣0, 𝑣1, . . . , 𝑣𝑛−1 are
distinct, 𝑣0 = 𝑣𝑛 and all the edges 𝑒 𝑗 are distinct. As for graphs, the girth 𝑔(𝐺) of a
hypergraph is the length of a shortest hypercycle of 𝐺; if 𝐺 has no hypercycle we
define 𝑔(𝐺) =∞.

Proposition C.30 Let 𝐻 be a hypergraph and let 𝑣,𝑤 be vertices of 𝐻. Then the
following statements are equivalent:

(a) There exists a 𝑣-𝑤 hyperwalk in 𝐻.
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(b) There exists a 𝑣-𝑤 hyperpath in 𝐻.

Proof Since every hyperpath is a hyperwalk, (b) implies (a). To see that the re-
verse implication is true let 𝑊 = (𝑣0, 𝑒1, 𝑣1, . . . , 𝑣𝑛−1, 𝑒𝑛, 𝑣𝑛) be a 𝑣-𝑤 hyperwalk,
whose length is minimum. By (a) such a hyperwalk exists. If 𝑊 is no hyper-
path, then 𝑛 ≥ 1 and either two vertices of 𝑊 or two edges of 𝑊 are equal. If
𝑣𝑖 = 𝑣 𝑗 with 0 ≤ 𝑖 < 𝑗 ≤ 𝑛, then 𝑊 ′ = (𝑣0, 𝑒1, 𝑣1, . . . , 𝑒𝑖−1, 𝑣 𝑗 , 𝑒 𝑗 , . . . , 𝑣𝑛−1, 𝑒𝑛, 𝑣𝑛) is
a 𝑣-𝑤 hyperwalk of 𝐻 with ℓ(𝑊 ′) < ℓ(𝑊). If 𝑒𝑖 = 𝑒 𝑗 with 0 ≤ 𝑖 < 𝑗 ≤ 𝑛− 1, then
𝑊 ′ = (𝑣0, 𝑒1, 𝑣1, . . . , 𝑒𝑖−1, 𝑣𝑖, 𝑒 𝑗 , 𝑣 𝑗+1 . . . , 𝑣𝑛−1, 𝑒𝑛, 𝑣𝑛) is a 𝑣-𝑤 hyperwalk of 𝐻 with
ℓ(𝑊 ′) < ℓ(𝑊). So in booth cases we obtain a contradiction. �

A nonempty hypergraph 𝐻 is connected if there exists a hyperpath between any
two of its vertices, and otherwise it is disconnected. A (connected) component
of a nonempty hypergraph 𝐻 is a maximal connected subhypergraph of 𝐻. As for
graphs, let com(𝐻) denote the number of components of 𝐻. By convention, we put
com(∅) = 0.

Let 𝐻 be a nonempty hypergraph. For vertices 𝑣 and 𝑤 of 𝐻, let 𝑣 ∼ 𝑤 if there
exists a 𝑣-𝑤 hyperwalk in 𝐻. Then it is easy to check that ∼ is an equivalence relation
on 𝑉 (𝐻). By Proposition C.30 it follows that 𝐻′ is a component of 𝐻 if and only if
𝐻′ is an induced subhypergraph of 𝐻 and 𝑉 (𝐻′) is an equivalence class of 𝑉 (𝐻)
with respect to the relation ∼.

Proposition C.31 Let 𝐻 be a nonempty hypergraph, let 𝑈 be the vertex set of a
component of 𝐻, and let 𝑒 be an edge of 𝐻. Then either 𝑒 ⊆ 𝑈 or 𝑒 ⊆ 𝑉 (𝐺) \𝑈.

Proof Suppose, to the contrary, that there is an edge 𝑒 ∈ 𝐸 (𝐻) such that 𝑒 contains
a vertex 𝑢 of 𝑈 as well as a vertex 𝑤 of 𝑉 (𝐺) \𝑈. The set 𝑈 is an equivalence class
with respect to the above defined relation ∼. Since 𝐹 = (𝑢, 𝑒,𝑤) is a hyperwalk, we
obtain 𝑢 ∼ 𝑤 implying that 𝑤 ∈𝑈, a contradiction. �

Let 𝐻 be a hypergraph, and let 𝑒 ∈ 𝐸 (𝐻). Then it is easy to see that com(𝐻) ≤
com(𝐻 − 𝑒) ≤ com(𝐻) + |𝑒 | −1. We call 𝑒 a bridge of 𝐻 if com(𝐻 − 𝑒) > com(𝐻);
and we call 𝑒 a strong bridge of 𝐻 if com(𝐻 − 𝑒) = com(𝐻) + |𝑒 | − 1. Obviously,
𝑒 is a bridge of 𝐻 if and only if two vertices of 𝑒 belong to different components
of 𝐻 − 𝑒; and 𝑒 is a strong bridge of 𝐻 if and only if no two vertices of 𝑒 belong
to the same component of 𝐻 − 𝑒. The proof of the following proposition is straight
forward.

Proposition C.32 Let 𝐻 be a connected hypergraph and let 𝑒 be an edge of 𝐻. Then
the following statements are equivalent:

(a) 𝑒 is a strong bridge of 𝐻.
(b) 𝑒 contains exactly one vertex from each component of 𝐻 − 𝑒.
(c) 𝑒 lies in no hypercycle of 𝐻.
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Let 𝐻 be a hypergraph. We call 𝐹 ⊆ 𝐸 (𝐻) a separating edge set of 𝐻 if we
have com(𝐻 −𝐹) ≥ 2. If 𝑋 ⊆ 𝑉 (𝐻), then we denote by 𝜕𝐻 (𝑋) the set of edges of
𝐻 containing a vertex of 𝑋 as well as a vertex of 𝑉 (𝐻) \ 𝑋 . By a cut or edge cut
of 𝐻 we mean a triple (𝑋,𝑌, 𝐹) such that 𝑋 is a nonempty proper subset of 𝑉 (𝐻),
𝑌 =𝑉 (𝐻) \𝑋 , and 𝐹 = 𝜕𝐻 (𝑋) = 𝜕𝐻 (𝑌 ). Clearly, if 𝐻 is connected and∅≠ 𝑋 ⊂𝑉 (𝐻),
then 𝐹 = 𝜕𝐻 (𝑋) is a separating edge set of 𝐻, but not necessarily a minimal one.

Proposition C.33 Let 𝐻 be a connected hypergraph and let 𝐹 ⊆ 𝐸 (𝐻) be a minimal
separating edge set. Then 𝐹 = 𝜕𝐻 (𝑋) for a set 𝑋 with ∅ ≠ 𝑋 ⊂ 𝑉 (𝐻), and so
(𝑋,𝑉 (𝐻) \ 𝑋,𝐹) is a cut.

Proof Since 𝐻 is connected and 𝐹 is a separating edge set of 𝐻, 𝐻 −𝐹 is the union
of two nonempty disjoint hypergraphs, say 𝐻1 and 𝐻2. Then 𝐹1 = 𝜕𝐻 (𝑉 (𝐻1)) is
a separating edge set of 𝐻 and 𝐹1 ⊆ 𝐹. Since 𝐹 is a minimal separating edge set,
𝐹 = 𝐹1 and we are done. �

A hypergraph 𝐻 is called 𝑘-edge-connected (𝑘 ∈ N0) if |𝐻 | ≥ 2 and 𝐻 − 𝐹
is connected for every set 𝐹 ⊆ 𝐸 (𝐻) with |𝐹 | ≤ 𝑘 − 1. For a hypergraph 𝐻 with
|𝐻 | ≥ 2, the edge-connectivity 𝜅′ (𝐻) is defined to be the largest integer 𝑘 such that
𝐻 is 𝑘-edge-connected. By Proposition C.33 it follows that if |𝐻 | ≥ 2, then

𝜅′ (𝐻) = min{|𝜕𝐻 (𝑋) | | ∅ ≠ 𝑋 ⊂ 𝑉 (𝐻)}. (C.12)

Let 𝐻 be a hypergraph.A separation of 𝐻 is a triple (𝑆,𝐻1, 𝐻2) consisting of a set
𝑆 ⊆ 𝑉 (𝐻) and two induced subhypergraphs 𝐻1 and 𝐻2 of 𝐻 such that 𝐻 = 𝐻1 ∪𝐻2,
|𝐻𝑖 | > |𝑆 | (𝑖 = 1,2) and 𝑉 (𝐻1) ∩𝑉 (𝐻2) = 𝑆. If (𝑆,𝐻1, 𝐻2) is a separation of 𝐻, then
𝑆 is called a separation set of 𝐻. A separation set 𝑆 of 𝐻 is minimal if no proper
subset of 𝑆 is a separation set of 𝐻. Clearly, the empty hypergraph and the hypergraph
consisting of one vertex have no separation set and the only minimal separation set
of a disconnected hypergraph is the empty set.

Proposition C.34 Let 𝐻 be a connected hypergraph and let 𝑆 ⊆ 𝑉 (𝐻). Then 𝑆 is a
separation set of 𝐻 if and only if 𝐻 ÷ 𝑆 is disconnected.

Proof If 𝑆 is a separation set of 𝐻, then there is a separation (𝑆,𝐻1, 𝐻2) of 𝐻.
Then there is a vertex 𝑣 ∈ 𝑉 (𝐻1) \ 𝑆 as well as a vertex 𝑤 ∈ 𝑉 (𝐻2) \ 𝑆. We claim
that 𝑣 and 𝑤 belong to different components of 𝐻′ = 𝐻 ÷ 𝑆. If not, then there is a
𝑣-𝑤 hyperwalk 𝑊 of 𝐻′. Then 𝑊 contains a subhyperwalk 𝑊 ′ = (𝑣′, 𝑒′, 𝑤′) with
𝑣′ ∈ 𝑉 (𝐻1) \ 𝑆, 𝑤′ ∈ 𝑉 (𝐻2) \ 𝑆 and 𝑒′ ∈ 𝐸 (𝐻′). But then there is an edge 𝑒 ∈ 𝐸 (𝐻)
such that {𝑣′, 𝑤′} ⊆ 𝑒 ⊆ 𝑆∪{𝑣′, 𝑤′} and so 𝑒 ∉ 𝐸 (𝐻1) ∪𝐸 (𝐻2), a contradiction. Hence
𝑣 and 𝑤 belong to different components of 𝐻′ as claimed and so 𝐻′ is disconnected.

If 𝐻′ = 𝐻 ÷ 𝑆 is disconnected, then com(𝐻′) = 𝑝 ≥ 2. Let 𝐻′
1, 𝐻

′
2, . . . , 𝐻

′
𝑝 be

the components of 𝐻′. Let 𝐻1 = 𝐻 [𝑉 (𝐻′
1) ∪𝑉 (𝐻′

2) ∪ · · · ∪𝑉 (𝐻′
𝑝−1) ∪ 𝑆] and let

𝐻2 = 𝐻 [𝑉 (𝐻′
𝑝) ∪ 𝑆]. We claim that (𝑆,𝐻1, 𝐻2) is a separation of 𝐻 and so 𝑆 is a

separation set of 𝐻. If not then one edge 𝑒 of 𝐻 does not belong to 𝐻1 ∪𝐻2. So 𝑒
contains a vertex of 𝑉 (𝐻′

𝑝) as well as a vertex of 𝑉 (𝐻′
1) ∪𝑉 (𝐻′

2) ∪ · · · ∪𝑉 (𝐻′
𝑝−1).

But then 𝐻′ contains also such an edge, which is impossible. �
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A hypergraph 𝐻 is 𝑘-connected (𝑘 ∈ N0) if |𝐻 | ≥ 𝑘 +1 and every separation set
𝑆 of 𝐻 satisfies |𝑆 | ≥ 𝑘. For a nonempty hypergraph 𝐻 the connectivity 𝜅(𝐻) is
the largest integer 𝑘 such that 𝐻 is 𝑘-connected. Note that Proposition C.1 is not
true for hypergraphs. It is not difficult to show that a hypergraph 𝐻 is 𝑘-connected
if |𝐻 | ≥ 𝑘 +1 and 𝐻 ÷ 𝑆 is connected for every set 𝑆 ⊆ 𝑉 (𝐻) with |𝑆 | ≤ 𝑘 −1. Note
that if 𝐻 is a graph, then 𝐻 ÷ 𝑆 = 𝐻 − 𝑆.

Let 𝐻 be a hypergraph. A set 𝑆 ⊆ 𝑉 (𝐻) is called a separating vertex set of 𝐻 if
com(𝐻÷𝑆) ≥ 2. Then Proposition C.34 says that if 𝐻 is a connected hypergraph and
𝑆 ⊆ 𝑉 (𝐻), then 𝑆 is a separating vertex set of 𝐻 if and only if 𝑆 is a separation set
of 𝐻. A separating vertex of 𝐻 is a vertex 𝑣 of 𝐻 such that com(𝐻 ÷ 𝑣) > com(𝐻).
This obviously implies that the separating vertices of a disconnected hypergraph are
those of its components. If 𝐻 is a connected hypergraph, then 𝑣 is a separating vertex
of 𝐻 if and only if 𝑆 = {𝑣} is a separation set of 𝐻 (by Proposition C.34), that is, 𝐻
is the union of two (induced) subhypergraphs having only vertex 𝑣 in common and
having both at least two vertices.

Let 𝐻 be a hypergraph. A block of 𝐻 is a maximal connected subhypergraph of 𝐻
that has no separating vertex. Let𝔅(𝐻) denote the set of all blocks of 𝐻. For a vertex
𝑣 ∈ 𝑉 (𝐻), let 𝔅𝑣(𝐻) = {𝐵 ∈ 𝔅(𝐻) | 𝑣 ∈ 𝑉 (𝐵)}. Note that 𝔅(∅) = ∅ and that every
block of 𝐻 is a connected induced subhypergraph of 𝐻. If 𝐻 is disconnected, then
𝔅(𝐻) is the union of 𝔅(𝐻′) taken over all components 𝐻′ of 𝐻. If 𝐻 is connected
and has no separating vertex, then 𝔅(𝐻) = {𝐻} and we say that 𝐻 is a block. If 𝐻
is connected and ({𝑣}, 𝐻1, 𝐻2) is a separation of 𝐻, 𝔅(𝐻) = 𝔅(𝐻1) ∪𝔅(𝐻2) and
𝔅(𝐻1) ∩𝔅(𝐻2) = ∅. As for graphs it is not difficult to show that any two distinct
blocks of 𝐻 have at most one vertex in common, and a vertex of 𝐻 is a separating
vertex of 𝐻 if and only if it belongs to more that one block. A block of 𝐻, which
contains at most one separating vertex of𝐻 is called an end-block of𝐻. If 𝐻 contains
a separating vertex then 𝐻 has at least two end-blocks. Note that for a hypergraph 𝐻
the relation on 𝐸 (𝐻) to be equal or to lie on a common cycle is not necessarily an
equivalence relation.

C.15 Lovász Local Lemma

A (finite) probability space is a pair (Ω,Pr), where Ω is a finite set, called the
sample space, and Pr : Ω→ R is a probability function, that is, 0 ≤ Pr(𝜔) ≤ 1 for
all 𝜔 ∈ Ω and

∑
𝜔∈Ω Pr(𝜔) = 1.

Let (Ω,Pr) be a probability space. Any subset 𝐴 of Ω is called an event and the
probability of 𝐴 is defined by:

Pr(𝐴) =
∑
𝜔∈𝐴

Pr(𝜔).

Two events 𝐴 and 𝐵 are independent if Pr(𝐴∩ 𝐵) = Pr(𝐴)Pr(𝐵); otherwise, they
are dependent. Clearly, the independence relation is symmetric and if Pr(𝐵) > 0,
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then 𝐴 and 𝐵 are independent if and only if Pr(𝐴|𝐵) = Pr(𝐴), where Pr(𝐴|𝐵) is the
conditional probability Pr(𝐴∩𝐵)/Pr(𝐵) that the event 𝐴 occurs given that event 𝐵
occurs. If 𝐴 and 𝐵 are independent events, then so are 𝐴 and the negation 𝐵 of 𝐵. If
𝐴1, 𝐴2, . . . , 𝐴𝑛 are events and 𝑆 ⊆ [1, 𝑛], we put 𝐴𝑆 =

⋃
𝑖∈𝑆 𝐴𝑖 . Events 𝐴1, 𝐴2, . . . , 𝐴𝑛

are mutually independent if

Pr(𝐴𝑆) =
∏
𝑖∈𝑆

Pr(𝐴𝑖)

for all 𝑆 ⊆ [1, 𝑛]. If 𝐴1, 𝐴2, . . . , 𝐴𝑛 are mutually independent events, then so are
𝐴1, 𝐴2, . . . , 𝐴𝑛. An event 𝐴 is mutually independent of the events 𝐴1, 𝐴2, . . . , 𝐴𝑛 if

Pr(𝐴∩ 𝐴𝑆) = Pr(𝐴) Pr(𝐴𝑆)

for all 𝑆 ⊆ [1, 𝑛]. A dependency digraph for events 𝐴1, 𝐴2, . . . , 𝐴𝑛 is a strict digraph
𝐷 with vertex set 𝑉 (𝐷) = [1, 𝑛] such that for each 𝑖 ∈ 𝐼 , the event 𝐴𝑖 is mutually
independent of the events 𝐴 𝑗 with (𝑖, 𝑗) ∉ 𝐸 (𝐷). Note that the dependency digraph
is not unique. The following result, first stated, proved and used in Erdős and Lovász
[354], is known as the Local Lemma (see the book of Alon and Spencer [57]); it is
a powerful tool in combinatorics and graph theory.

Lemma C.35 (The Local Lemma; General Case) Let 𝐴1, 𝐴2, . . . , 𝐴𝑛 be events in
an arbitrary probability space, and let 𝐷 be a dependency digraph for these events.
Suppose that there exist real numbers 𝑥1, 𝑥2, . . . , 𝑥𝑛 such that 0 ≤ 𝑥𝑖 < 1 and

Pr(𝐴𝑖) ≤ 𝑥𝑖 ·
∏

(𝑖, 𝑗 ) ∈𝐸 (𝐷 )
(1− 𝑥 𝑗) (C.13)

for all 𝑖 ∈ [1, 𝑛]. Then

Pr
( 𝑛⋂
𝑖=1

𝐴𝑖

)
≥

∏
(𝑖, 𝑗 ) ∈𝐸 (𝐷 )

(1− 𝑥 𝑗).

In particular, with positive probability no event 𝐴𝑖 (𝑖 ∈ [1, 𝑛]) holds.

Corollary C.36 (The Local Lemma; Symmetric Case) Let 𝐴1, 𝐴2, . . . , 𝐴𝑛 be
events in an arbitrary probability space. Suppose that each event 𝐴𝑖 is mutually
independent of all the other events 𝐴 𝑗 except at most 𝑑, and that Pr(𝐴𝑖) ≤ 𝑝 for all
𝑖 ∈ [1, 𝑛]. If

𝑒𝑝(𝑑 +1) ≤ 1,

then Pr
(⋂𝑛

𝑖=1 𝐴𝑖

)
> 0 (the constant 𝑒 is Euler’s number 2.718..).

Proof If 𝑑 = 0, then the events 𝐴1, 𝐴2, . . . , 𝐴𝑛 are mutually independent and the
result is trivial. So assume that 𝑑 ≥ 1. By assumption, there is a dependency digraph
𝐷 for the events 𝐴1, 𝐴2, . . . , 𝐴𝑛 with Δ+(𝐷) ≤ 𝑑. We now apply Lemma C.35 with
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𝑥𝑖 = 1
𝑑+1 (𝑖 ∈ [1, 𝑛]). Clearly, 0 ≤ 𝑥𝑖 < 1 and the proof is completed by showing that

(C.13) holds. Since 𝑒𝑝(𝑑 +1) ≤ 1 and Δ+(𝐷) ≤ 𝑑 we deduce that

Pr(𝐴𝑖) ≤ 𝑝 ≤ 1
𝑑 +1

· 1
𝑒
≤ 1

𝑑 +1
·
(
1− 1

1+ 𝑑

)𝑑
≤ 𝑥𝑖

∏
(𝑖, 𝑗 ) ∈𝐸 (𝐷 )

(1− 𝑥 𝑗).

Thus Corollary C.36 is proved. �

Meanwhile, an incredible number of applications of the Lovás Local Lemma
(LLL) are known, some interesting applications were discovered in 1994 by Alon
[46]. For later use we want to discuss one of his results here in detail, see [46,
Proposition 5.3].

Lemma C.37 (Alon) Let 𝐻 be a graph, and let X be a partition of the vertex set
of 𝐻. Suppose there is a positive integer 𝑘 such that |𝑋 | ≥ 2𝑒𝑘 for all 𝑋 ∈ X and
Δ(𝐻) ≤ 𝑘. Then 𝐻 has an independent set 𝐼 such that |𝐼 ∩ 𝑋 | = 1 for all 𝑋 ∈ X.

Proof For the proof it suffices to consider the case that each set of X has cardinality
ℓ = �2𝑒𝑘� and is an independent set of 𝐻. For each set 𝑋 ∈ X, choose independently
and uniformly a single vertex of 𝑋 . Let 𝐼 denote the resulting random subset of𝑉 (𝐻).
Clearly, |𝐼 ∩ 𝑋 | = 1 for all 𝑋 ∈ X. To complete the proof it suffices to show that with
positive probability 𝐼 is an independent set. To do this, we shall use Corollary C.36.
For an edge 𝑢𝑣 of 𝐻, let 𝐴𝑢𝑣 denote the event that {𝑢, 𝑣} ⊆ 𝐼 . Since each set in X has
size ℓ, we have Pr(𝐴𝑢𝑣) = ℓ−2. Now let 𝑢𝑣 be an edge of 𝐻. Then there are two sets
in X, say 𝑈 and 𝑉 , such that 𝑢 ∈ 𝑈 and 𝑣 ∈ 𝑉 . Let 𝐹 (𝑢𝑣) be the set of edges of 𝐻
such that one of its end belongs to 𝑈∪𝑉 . Note that 𝑢𝑣 ∈ 𝐹 (𝑢𝑣) and

|𝐹 (𝑢𝑣) | ≤
∑
𝑢′ ∈𝑈

𝑑𝐻 (𝑢′) +
∑
𝑣′ ∈𝑉

𝑑𝐻 (𝑣′) ≤ 2ℓ𝑘.

An event 𝐴𝑢𝑣 is mutually independent of all the events 𝐴𝑢′𝑣′ , provided that 𝑢′𝑣′ ∉
𝐹 (𝑢𝑣). So an event 𝐴𝑢𝑣 is mutually independent of all other events 𝐴𝑢′𝑣′ except at
most 𝑑 = 2ℓ𝑘 −1. Since

𝑒 ℓ−2 (𝑑 +1) = 2𝑒𝑘
ℓ

=
2𝑒𝑘
�2𝑒𝑘�

≤ 1,

Corollary C.36 implies that 𝐼 is an independent set of 𝐻 with positive probability,
as desired. �

In 1975, Bollobás, Erdős, and Spencer [130] conjectured that the quantity 2𝑒𝑘 in
the above lemma can be replaced by 2𝑘. This is best possible in the sense that 2𝑘
could not be replaced by 𝑐𝑘 for any constant 𝑐 < 2. This was first proved in [130];
further constructions were later given by Yuster [1087]. Alon’s proof of his lemma
indicates that 2𝑒𝑘 might be best value that can be obtained by applying the LLL. A
proof that the conjectured value 2𝑘 is the right one was obtained in 2001 by Aharoni
and Haxell as a special case of a more general result (unpublished); the theorem was
first stated in a short paper by Haxell [482], but without a proof. Meanwhile several
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extensions of the Aharoni–Haxell result have been obtained by applying methods
from topology (see [482]), but a direct proof would still be of interest.

Theorem C.38 (Aharoni and Haxell) Let 𝐻 be a graph, and let X be a partition
of the vertex set of 𝐻. Suppose there is a positive integer 𝑘 such that |𝑋 | ≥ 2𝑘 for all
𝑋 ∈ X and Δ(𝐻) ≤ 𝑘. Then 𝐻 has an independent set 𝐼 such that |𝐼 ∩ 𝑋 | = 1 for all
𝑋 ∈ X.

Alon’s decomposition lemma and its proof is a typical example how the LLL
is used in order to prove the existence of combinatorial objects satisfying certain
constraints. In 2010 Moser and Tardos [761] obtained a fully constructive proof of
the LLL, thereby extending an earlier approach of Beck [88]. They also developed
a general framework, the so-called entropy compression method, that can be used to
provide an efficient algorithms for finding the combinatorial objects whose existence
are guaranteed by the LLL. It tur ned out that one could obtain better combinatorial
results by a direct application of the entropy compression method instead of applying
the LLL in its original form. The LLL requires most events to be independent of each
other. Erdős and Spencer [357] presented another version of the LLL, the lopsided
LLL, which relaxes the requirement of independence to negative dependence, which
is more general but also more difficult to identify. We state here the symmetric
version, see, for example, [57, Theorem x.x].

Lemma C.39 (The Lopsided Local Lemma) Let 𝐴1, 𝐴2, . . . , 𝐴𝑛 be events in an
arbitrary probability space. Suppose that for every 𝑖 ∈ [1, 𝑛] there is a set 𝑁𝑖 ⊆ [1, 𝑛]
such that |𝑁𝑖 | ≤ 𝑑 and for all 𝑀 ⊆ [1, 𝑛] \𝑁𝑖,

Pr
(
𝐴𝑖

⋂
𝑗∈𝑀

𝐴 𝑗

)
≤ 𝑝

If
4𝑝𝑑 ≤ 1,

then Pr
(⋂𝑛

𝑖=1 𝐴𝑖

)
> 0

A collection 𝑋1, 𝑋2, . . . , 𝑋𝑛 of {0,1}-valued random variables is called negatively
correlated if for all 𝐼 ⊆ [1, 𝑛],

Pr(𝑋𝑖 = 1 for all 𝑖 ∈ 𝐼) ≤
∏
𝑖∈𝐼

Pr(𝑋𝑖 = 1). (C.14)

Panconesi and Srinivasan [797] noted that several Chernoff-type bounds for mutually
independent variables also hold on negatively correlated variables. For the following
result see also [754, Lemma 3]. Here E(𝑋) denotes the expectation of 𝑋 .

Lemma C.40 (Chernoff bounds) Let 𝑋1, 𝑋2, . . . , 𝑋𝑛 be {0,1}-valued random vari-
ables, let 𝑌𝑖 = 1− 𝑋𝑖 for 𝑖 ∈ [1, 𝑛], let 𝑋 =

∑𝑛
𝑖=1 𝑋𝑖 , and let 0 < 𝑡 < E(𝑋). Then the

following statements hold:
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(a) If the variables 𝑋1, 𝑋2, . . . , 𝑋𝑛 are negatively correlated, then

Pr(𝑋 > E(𝑋) + 𝑡) < exp(−𝑡2/3E(𝑋))

(b) If the variables 𝑌1,𝑌2, . . . ,𝑌𝑛 are negatively correlated, then

Pr(𝑋 < E(𝑋) − 𝑡) < exp(−𝑡2/2E(𝑋)).

If a random variable is the sum of mutually independent {0,1}-valued random
variables, the following standard concentration bound can be used, see for instance
[729, Theorem 2.3] or [306, Theorem 1.10.1].

Lemma C.41 Let 𝑋 be the sum of 𝑛 mutually independent {0,1}-valued random
variables, and let 𝜗 > 0. Then

Pr(𝑋 ≥ (1+𝜗)E(𝑋)) ≤ exp
(
− 𝜗2E(𝑋)

2+ 2
3𝜗

)
≤ exp

(
− min{𝜗2, 𝜗}E(𝑋)

3

)
Let ((Ω𝑖 ,Pr𝑖))𝑛𝑖=1 be a family of finite probability spaces, and let (Ω,Pr) be their

product space. Let 𝑋 : Ω → R be a nonnegative random variable, and let ℓ, 𝑟 > 0.
We say that 𝑋 is (𝑟, ℓ)-certifiable if for every 𝑠 > 0 and every 𝜔 = (𝜔1,𝜔2, . . . ,𝜔𝑛)
such that 𝜔 ∈ Ω and 𝑋 (𝜔) ≥ 𝑠, there exists an index set 𝐼 ⊆ [1, 𝑛] with |𝐼 | ≤ 𝑟𝑠 such
that, for all 𝑘 ≥ 0, we have 𝑋 (𝜔′) ≥ 𝑠− 𝑘ℓ, for all 𝜔′ = (𝜔′

1,𝜔
′
2, . . . ,𝜔

′
𝑛) ∈ Ω such

that 𝜔𝑖 ≠ 𝜔′
𝑖 for at most 𝑘 indices 𝑖 ∈ 𝐼 . For the following combinatorial version of

Talagrand’s inequality see Kelly and Postle [566, Theorem 6.3 with Ω∗ = ∅].

Theorem C.42 (Talagrand’s Inequality) Let ((Ω𝑖 ,Pr𝑖))𝑛𝑖=1 be a family of finite
probability spaces, and let (Ω,Pr) be their product space. Let 𝑋 : Ω → R be a
nonnegative random variable, not identical 0, which is (𝑟, ℓ)-certifiable, where ℓ, 𝑟 >
0. Then

Pr
(
|𝑋 −E(𝑋) | > 𝑡)

)
≤ 4exp

(
− 𝑡2

8𝑟ℓ2 (4E(𝑋)+𝑡 )
)

for any real number 𝑡 with 𝑡 > 96ℓ
√
𝑟E(𝑋) +128𝑟ℓ2.

C.16 Fekete’s Lemma

The following result is due to Pólya and Szegő [816]; in the literature it is also known
as Fekete’s lemma [369].

Lemma C.43 (Fekete’s lemma) Let 𝑓 : N→ R be a function such that

𝑓 (𝑚 +𝑛) ≤ 𝑓 (𝑚) + 𝑓 (𝑛)

for all integers 𝑚,𝑛 ≥ 1. Then the limit lim𝑛→∞
𝑓 (𝑛)
𝑛 exists and
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lim
𝑛→∞

𝑓 (𝑛)
𝑛

= inf
𝑛∈N

𝑓 (𝑛)
𝑛

.

Proof Let 𝑐 be an arbitrary real number satisfying 𝑐 > inf𝑛 𝑓 (𝑛)
𝑛 . Then there exists

an integer 𝑝 ∈ N with 𝑓 (𝑝)
𝑝 < 𝑐. Now let 𝑛 ∈N. Then 𝑛 = 𝑔𝑝+𝑟 with 0 ≤ 𝑟 < 𝑝. From

the hypothesis of the lemma we deduce that

𝑓 (𝑛) = 𝑓 (𝑔𝑝 + 𝑟) ≤ 𝑓 (𝑔𝑝) + 𝑓 (𝑟) ≤ 𝑔 𝑓 (𝑝) + 𝑟 𝑓 (1),

which gives
𝑓 (𝑛)
𝑛

≤ 𝑔 𝑓 (𝑝) + 𝑟 𝑓 (1)
𝑔𝑝 + 𝑟

=
𝑓 (𝑝) + 𝑟

𝑔 𝑓 (1)
𝑝 + 𝑟

𝑔

.

If 𝑛 tends to infinity, then 𝑟
𝑔 tends to zero. Hence the above inequality implies that

limsup
𝑛→∞

𝑓 (𝑛)
𝑛

≤
𝑓 (𝑝)
𝑝

< 𝑐.

By the choice of 𝑐, we then we deduce that

limsup
𝑛→∞

𝑓 (𝑛)
𝑛

≤ inf
𝑛

𝑓 (𝑛)
𝑛

,

which yields lim𝑛→∞
𝑓 (𝑛)
𝑛 = inf𝑛 𝑓 (𝑛)

𝑛 . �

A function 𝑓 : N → R satisfying the hypothesis of Fekete’s lemma is called
subadditive. We need the following strengthening of Fekete’s lemma.

Lemma C.44 Let 𝑓 : N→ R≥0 be a function and let 𝑘, ℎ ∈ N. Suppose that

𝑓 (𝑚 +𝑛) ≤ 𝑓 (𝑚) + 𝑓 (𝑛+ ℎ) (C.15)

for all integers 𝑚,𝑛 ≥ 𝑘. Then the limit lim𝑛→∞
𝑓 (𝑛)
𝑛 exists and is finite.

Proof First we claim that 𝑓 (𝑛) ≤ 𝑐𝑛 for all 𝑛 ∈ N, where

𝑐 = max{ 𝑓 (𝑘)
𝑘

,
𝑓 (𝑘 + ℎ)

𝑘
,
𝑓 (𝑘 +1+ ℎ)

𝑘 +1
, . . . ,

𝑓 (2𝑘 −1+ ℎ)
2𝑘 −1

}.

To see this, let 𝑛 ∈ N. Then 𝑛 = 𝑔𝑘 + 𝑟 with 𝑔 ≥ 0 and 0 ≤ 𝑟 ≤ 𝑘 − 1. By repeated
application of (C.15), we deduce that

𝑓 (𝑛) = 𝑓 (𝑔𝑘 + 𝑟)
≤ 𝑓 (𝑘) + (𝑔−2) 𝑓 (𝑘 + ℎ) + 𝑓 (𝑘 + 𝑟 + ℎ)
≤ 𝑐𝑘 + (𝑔−2)𝑐𝑘 + 𝑐(𝑘 + 𝑟) = 𝑐(𝑔𝑘 + 𝑟) = 𝑐𝑛.

Since 0 ≤ 𝑓 (𝑛) ≤ 𝑐𝑛 for all 𝑛 ∈ N, there are real numbers 𝑎 and 𝑏 such that
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𝑎 = liminf
𝑛→∞

𝑓 (𝑛)
𝑛

≤ limsup
𝑛→∞

𝑓 (𝑛)
𝑛

= 𝑏

To show that 𝑎 = 𝑏, let 𝜀 > 0 be given. Then there exists an integer 𝑝 ≥ max{ 𝑐𝜀 , 𝑘}
for which

𝑓 (𝑝)
𝑝

≤ 𝑎 + 𝜀.

Now let 𝑛 be some suitable large integer. Then 𝑛 = 𝑔𝑝 + 𝑟 for some integers 𝑔,𝑟
satisfying

max{𝑘,
𝑐(ℎ + 𝑘 + 𝑝)

𝜀𝑝
} ≤ 𝑔 and 𝑘 ≤ 𝑟 < 𝑘 + 𝑝 (C.16)

Then by repeated application of (C.15) we obtain

𝑓 (𝑛) = 𝑓 (𝑔𝑝 + 𝑟) ≤ 𝑔 𝑓 (𝑝) + 𝑓 (𝑔ℎ + 𝑟) ≤ 𝑔 𝑓 (𝑝) + 𝑓 (𝑔ℎ) + 𝑓 (ℎ + 𝑟).

Using (C.16) and the fact that 𝑓 (𝑛) ≤ 𝑐𝑛 for all 𝑛 ∈ N, we deduce from the above
inequality that

𝑓 (𝑛)
𝑛

≤ 𝑔 𝑓 (𝑝) + 𝑓 (𝑔ℎ) + 𝑓 (ℎ + 𝑟)
𝑔𝑝 + 𝑟

≤
𝑔 𝑓 (𝑝) + 𝑐𝑔ℎ + 𝑐(ℎ + 𝑟)

𝑔𝑝

≤ 𝑓 (𝑝)
𝑝

+ 𝑐

𝑝
+ 𝑐(ℎ + 𝑘 + 𝑝)

𝑔𝑝

≤ (𝑎 + 𝜀) + 𝜀 + 𝜀 = 𝑎 +3𝜀.

Since this holds for all 𝜀 > 0 and all sufficiently large 𝑛, we deduce that 𝑏 ≤ 𝑎, so
𝑎 = 𝑏, and the desired limit exists and is finite. �
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124. Böhme, T., Broersma, H.J., Göbel, F., Kostochka, A.V. and Stiebitz, M. (1997). Spanning

trees with pairwise nonadjacent endvertices. Discrete Math., 170:219–222.
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(Conference in honor of Paul Erdős, Cambridge, 1983), pages 36–58. Academic Press.
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217. Chetwynd, A.G. and Häggkvist, R. (1989). A note on list-colorings. J. Graph Theory,
13:87–95.

218. Chiu, M.-K., Felsner, S., Scheucher, M., Schröder, F., Steiner, R. and Vogtenhuber, B.
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311. Dvořák, Z., Hu, X. and Sereni, J.-S. (2019). A 4-choosable graph that is not (8 : 2)-

choosable. Advances Combin., 5:9 pp..
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319. Dvořák, Z., Sereni, J.-S. and Volec, J. (2015). Fractional coloring of triangle-free planar
graphs. Electron. J. Combin., 22:#P4.11.

320. Edmonds, J. (1960). A combinatorial representation for polyhedral surfaces. Notices Amer.
Math. Soc., 7:646.

321. Edmonds, J. (1965). Minimum partition of a matroid into independent subsets. J. Res. Nat.
Bur. Standards Sect. B, 69:67–72.



References 605

322. Edwards, K. and King, A.D. (2014). A superlocal version of Reed’s conjecture. Electron.
J. Combin., 21:#P4.48.

323. Ehrlich, G., Even, S. and Tarjan, R.E. (1976). Intersection graphs of curves in the plane.
J. Combin. Theory Ser. B, 21:8–20.

324. Ellingham, M.N. and Goddyn, L. (1996). List edge colourings of some 1-factorable multi-
graphs. Combinatorica, 16:343–352.

325. El-Zahar, M. and Sauer, N.W. (1985). The chromatic number of the product of two 4-
chromatic graphs is 4. Combinatorica, 5:121–126.

326. Emden-Weinert, T., Hougardy, S. and Kreuter, B. (1998). Uniquely colourable graphs
and the hardness of colouring graphs of large girth. Combin. Probab. Comput., 7:375–386.
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354. Erdős, P. and Lovász, L. (1973). Problems and results on 3-chromatic hypergraphs and some

related questions. In: Infinite and Finite Sets (Keszthely, Hungary, 1973), pages 609–627. Coll.
Math. Soc. János Bolyai , Vol. 10, North-Holland.
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449. Häggkvist, R. (1989). Towards a solution of the Dinitz problem? Discrete Math., 75:247–

251.
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461. Hajós, G. (1961). Über eine Konstruktion nicht 𝑛-färbbarer Graphen. Wiss. Z. Martin Luther

Univ. Halle-Wittenberg, Math.-Natur. Reihe, 10:116–117.
462. Hakimi, S.L. (1965). On the degrees of the vertices of a directed graph. J. Franklin Inst.,

279:290–308.



610 References

463. Hall, P. (1935). On representatives of subsets. J. London Math. Soc., 10:26–30.
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770. Nǎstase, E., Rödl, V. and Siggers, M. (2010). Note on robust critical graphs with large
odd girth. Discrete Math., 310:499–504.
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921. Sebő, A. (2009). Path partitions, cycle covers and integer decomposition. In: Graph Theory,
Computational Intelligence and Thought, pages 183–199. Lecture Notes in Comput. Sci.,
Vol. 5420, Springer.
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Graph and Hypergraph Parameters

𝛼(𝐺) independence number of 𝐺 2, 562
𝛼′ (𝐺) matching number of 𝐺 571
ad(𝐺) average degree of 𝐺 569

𝜒(𝐺) chromatic number of 𝐺 1, 356
𝜒(𝐺,𝑔) chromatic number of (𝐺,𝑔) 40
𝜒(𝐺 : P) P-chromatic number of 𝐺 90
𝜒′ (𝐺) = 𝜒(L(𝐺)), chromatic index of 𝐺 37
𝜒′′ (𝐺) = 𝜒(T(𝐺)), total chromatic number of 𝐺 39
𝜒=(𝐺) equitable chromatic number of 𝐺 31
𝜒DP (𝐺) DP-chromatic number of 𝐺 16
𝜒
ℓ
(𝐺) list chromatic number of 𝐺 10, 357

𝜒
ℓ
(𝐺,𝑔) list chromatic number of (𝐺,𝑔) 41

𝜒
ℓ
(𝐺 : P) P-list chromatic number of 𝐺 90

𝜒′
ℓ
(𝐺) = 𝜒

ℓ
(L(𝐺)), list chromatic index of 𝐺 38

𝜒′′
ℓ
(𝐺) = 𝜒

ℓ
(T(𝐺)), total list chromatic number of 𝐺 39

𝜒∗ (𝐺) fractional chromatic number of 𝐺 404
𝜒◦(𝐺) circular chromatic number of 𝐺 413
→→→
𝜒(𝐷) dichromatic number of 𝐷 161
→→→
𝜒
ℓ
(𝐷) list dichromatic number of 𝐷 161

c(𝐺) = max𝐶𝐿(𝐺), circumference of 𝐺 78
co(𝐺) = max𝐶𝐿𝑜 (𝐺), odd circumference of 𝐺 78
ce(𝐺) = max𝐶𝐿𝑒 (𝐺), even circumference of 𝐺 78
col(𝐺) coloring number of 𝐺 11

𝛿(𝐺) minimum degree of 𝐺 554
Δ(𝐺) maximum degree of 𝐺 554
Δ+

fr (𝐺) fractional maximum out-degree of 𝐺 123
𝛿− (𝐷) minimum in-degree of 𝐷 572
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𝛿+(𝐷) minimum out-degree of 𝐷 572
Δ− (𝐷) maximum in-degree of 𝐷 572
Δ+(𝐷) maximum out-degree of 𝐷 572
Δ+
D (𝐺) = min{Δ+(𝐷) | 𝐷 ∈ D,𝐺 = 𝐺𝐷} 121

Δ+
all(𝐺) = Δ+

D (𝐺) where D are all multidigraphs 121
Δ+

ac(𝐺) = Δ+
D (𝐺) where D are all acyclic digraphs 121

Δ+
ke(𝐺) = Δ+

D (𝐺) where D = {𝐷 | 𝐷 kernel perfect} 125
Δ+

at(𝐺) = Δ+
D (𝐺) where D = {𝐷 | 𝜀𝑒 (𝐷) ≠ 𝜀𝑜(𝐷)} 147

𝜀(𝐷) number of spanning Eulerian subdigraphs of 𝐷 134
𝜀𝑜 (𝐷) number of odd spanning Eulerian subdigraphs of 𝐷 134
𝜀𝑒 (𝐷) number of even spanning Eulerian subdigraphs of

𝐷
134

exc𝑘 (𝐺) = 2|𝐸 (𝐺) | − (𝑘 −1) |𝐺 |, 𝑘-excess of 𝐺 232

𝑔(𝐺) = min𝐶𝐿(𝐺), girth of 𝐺 559
𝑔𝑜 (𝐺) = min𝐶𝐿𝑜 (𝐺), odd girth of 𝐺 559

𝜅(𝐺) connectivity of 𝐺 557
𝜅𝐺 (𝑣,𝑤) local connectivity of vertex pair (𝑣,𝑤) in 𝐺 178
𝜅(𝐺) maximum local connectivity of 𝐺 178
𝜅′ (𝐺) edge-connectivity of 𝐺 557
𝜅′𝐺 (𝑣,𝑤) local edge connectivity of vertex pair (𝑣,𝑤) in 𝐺 178
𝜅′ (𝐺) maximum local edge-connectivity of 𝐺 178
k𝑝 (𝐺) = |K𝑝 (𝐺) | 188

ℓ(𝑃), ℓ(𝐶) length of a path 𝑃 and a cycle 𝐶 556

mad(𝐺) maximum average degree of 𝐺 12
𝜇(𝐺) maximum multiplicity of 𝐺 570

odd(𝐺) number of components 𝐺 having odd order 571
𝜔(𝐺) clique number of 𝐺 2, 562
𝜔� (𝐺) Hadwiger number of 𝐺 229
𝜔∗ (𝐺) fractional clique number of 𝐺 405

rad(𝐺) radius of 𝐺 559



Graph and Hypergraph Families

𝐵𝐺 (𝑛,𝛼) Borsuk graph, also 𝐵𝐺′ (𝑛,𝛼) 454
BF (𝑛) = {𝐵𝐺 (𝑛,𝛼) | 0 < 𝛼 < 2} 457
BF ′(𝑛) = {𝐵𝐺′ (𝑛,𝛼) | 0 < 𝛼 < 2} 457

Crit(𝑘) 𝑘-critical graphs 33
Crit(𝑘,𝑛) = {𝐺 ∈ Crit(𝑘) | |𝐺 | = 𝑛} 167
Crit
 (P) 
-minimal graphs not in P 568
Crit∗ (𝑘,𝑛) graphs in Crit(𝑘,𝑛) with no dominating vertex 186
Critℓ (𝑘) 𝜒

ℓ
-critical graphs with 𝜒

ℓ
= 𝑘 281

Critℓ (𝑘,𝑛) = {𝐺 ∈ Critℓ (𝑘) | |𝐺 | = 𝑛} 281
CritDP (𝑘) 𝜒DP -critical graphs with 𝜒DP = 𝑘 489
CritDP (𝑘,𝑛) = {𝐺 ∈ CritDP(𝑘) | |𝐺 | = 𝑛} 490
Crit(S, 𝑘) = Crit(𝑘) ∩G(↩→ S) 487
Crit(S, 𝑘, 𝑔) = {𝐺 ∈ Crit(S, 𝑘) | 𝑔(𝐺) ≥ 𝑔} 513
Critℓ (S, 𝑘) = Critℓ (𝑘) ∩G(↩→ S) 526
Critℓ (S, 𝑘, 𝑔) = {𝐺 ∈ Critℓ (S, 𝑘) | 𝑔(𝐺) ≥ 𝑔} 526
CritDP (S, 𝑘) = CritDP (𝑘) ∩G(↩→ S) 503
CritDP (S, 𝑘, 𝑔) = {𝐺 ∈ CritDP(S, 𝑘) | 𝑔(𝐺) ≥ 𝑔} 513
Crih(𝑘) 𝑘-critical hypergraphs 362
Crih(𝑘,𝑛) 𝑘-critical hypergraphs of order 𝑛 362
𝐶𝐺 (𝑛, 𝑑) circular graph 414
CT (𝑛) = {𝐺 ∈ G | coind(T𝐻 (𝐺)) ≥ 𝑛} 461

D digraph property 121
DG(𝑘) subfamily of Crit(𝑘,2𝑘 −1) 51
DG′(𝑘) subfamily of Crit(𝑘,2𝑘 −1) 232
DG𝑘 𝑘-degenerate graphs 99

EG(𝑘) subfamily of Crit(𝑘,2𝑘) 51
Ext(𝑘,𝑛) = {𝐺 ∈ Crit(𝑘,𝑛) | |𝐸 (𝐺) | = ext(𝑘,𝑛)} 231
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Exth(𝑘,𝑛) = {𝐻 ∈ Crih(𝑘,𝑛) | |𝐸 (𝐻) | = exth(𝑘,𝑛)} 380

Forb
 (X) X-free graphs w.r.t. the graph relation 
 568
Forb(X) X-free graphs w.r.t. the induced subgraph relation 567

G class of all graphs 567
G(𝜌 ≤ 𝑥) = {𝐺 ∈ G | 𝜌(𝐺) ≤ 𝑥} 569
G(↩→ S) = {𝐺 ∈ G | 𝐺 is embeddable on S} 574
𝐺𝑌 (𝑘) Gyárfás graph 428
𝐺𝑌 (𝑘, ℓ) Gyárfás–Simonyi–Tardos graph 429
GF (𝑛) = {𝐺𝑌 (𝑛+2, ℓ) | ℓ ∈ N0} 453

H hypergraph property 360

𝐾𝑛,𝐶𝑛, 𝑃𝑛 complete graph, cycle and path of order 𝑛 556
𝐾𝑝,𝑞 complete bipartite graph with parts of size 𝑝 and 𝑞 562
𝐾𝑝,𝑞,𝑟 complete tripartite graph with parts of size 𝑝, 𝑞, 𝑟 564
𝐾
𝑞
𝑛 complete 𝑞-uniform hypergraph of order 𝑛 583

𝐾𝐺 (𝑛, 𝑝) Kneser graph 407
KF (𝑛) = {𝐾𝐺 (𝑛+2𝑝, 𝑝) | 𝑝 ∈ N} 453

LG line graphs 102
𝐿𝐵(𝑛,𝛼) Lovász–Borsuk graph 455
LF (𝑛) = {𝐿𝐵(𝑛,𝛼) | 𝛼′

𝑛 < 𝛼 < 2} 457

MG(2) = {𝐺 ∈ G | 𝐺 = 𝐾2} 422
MG(𝑘 +2) = {M𝑟1 ,𝑟2 ,...,𝑟𝑘 (𝐾2) | 𝑟1, 𝑟2, . . . , 𝑟𝑘 ∈ N} with 𝑘 ≥ 1 421
MF (𝑛) =MG(𝑛+2) 453

P graph property 567
PG perfect graphs 101
𝑃𝑜
𝑛 path 𝑃𝑛 with a loop at one end 441

𝑆𝐺 (𝑛, 𝑝) Schrijver graph 412
SF (𝑛) = {𝑆𝐺 (𝑛+2𝑝, 𝑝) | 𝑝 ∈ N} 453

𝑇𝐺 𝑝 Toft graph 200

𝑊𝑛 = 𝐾1 �𝐶𝑛, a wheel 563
𝑊 (ℓ, 𝑑) = 𝐶ℓ �𝐾𝑑 , a 𝑑-wheel 188



Operations and Relations

𝐺 −𝐹 = (𝑉 (𝐺), 𝐸 (𝐺) \𝐹) with 𝐹 ⊆ 𝐸 (𝐺) 555
𝐺 − 𝑒 𝐺 − {𝑒} with 𝑒 ∈ 𝐸 (𝐺), edge-deleted subgraph 555
𝐺 +𝑢𝑣 = (𝑉 (𝐺), 𝐸 (𝐺) ∪ {𝑢𝑣}) with 𝑢, 𝑣 ∈ 𝑉 (𝐺), 𝑢 ≠ 𝑣 555
𝐺 − 𝑋 𝐺 [𝑉 (𝐺) \ 𝑋] with 𝑋 ⊆ 𝑉 (𝐺) 555
𝐺 − 𝑣 = 𝐺 − {𝑣} with 𝑣 ∈ 𝑉 (𝐺), vertex-deleted subgraph 555
𝐺/𝐼 identifying the independent set 𝐼 of 𝐺 170
𝐺/𝑒 contracting the edge 𝑒 of 𝐺 187
𝐺 complement of 𝐺 562
𝐺�𝐻 cartesian product of 𝐺 and 𝐻 563
𝐺 [𝐻] composition of 𝐺 and 𝐻 563
𝐺 ×𝐻 direct product of 𝐺 and 𝐻 563
𝐺 [𝑔] inflation of 𝐺 with 𝑔 :𝑉 (𝐺) → N0 41
𝐺1 �𝐺2 Dirac join of 𝐺1 and 𝐺2 168
𝐺1∇𝐺2 Hajós join of 𝐺1 and 𝐺2 168
𝐺1∇o𝐺2 Ore join of 𝐺1 and 𝐺2 171
𝐺1�𝐺2 Gallai join of 𝐺1 and 𝐺2 176
𝐺1 �𝐺2 Toft join of 𝐺1 and 𝐺2 210
𝐺 → 𝐻 𝐺 is homomorphic to 𝐻 401
𝐺 � 𝐻 𝐺 is not homomorphic to 𝐻 401

𝐻 � 𝐺 𝐻 is isomorph to 𝐺 555
𝐻 ⊆ 𝐺 𝐻 is subgraph of 𝐺 555
𝐻 ⊂ 𝐺 𝐻 is proper subgraph of 𝐺 555
𝐻 � 𝐺 𝐻 is induced subgraph of 𝐺 555
𝐻 < 𝐺 𝐻 is proper induced subgraph of 𝐺 555
𝐻 � 𝐺 𝐻 is minor of 𝐺 564
𝐻 �𝑡 𝐺 𝐻 is topological minor of 𝐺 564
𝐻∩𝐺 intersection of 𝐻 and 𝐺 562
𝐻∪𝐺 union of 𝐻 and 𝐺 562
𝐻 − 𝑋 = 𝐻 [𝑉 (𝐻) \ 𝑋] with 𝑋 ⊆ 𝑉 (𝐻) 582
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638 Operations and Relations

𝐻 ÷ 𝑋 = 𝐻〈𝑉 (𝐻) \ 𝑋〉 with 𝑋 ⊆ 𝑉 (𝐻) 582
𝐻 −𝐹 = (𝑉 (𝐻), 𝐸 (𝐺) \𝐹) with 𝐹 ⊆ 2𝑉 (𝐻 ) 583
𝐻 +𝐹 = (𝑉 (𝐻), 𝐸 (𝐺) ∪𝐹) with 𝐹 ⊆ 2𝑉 (𝐻 ) 583

L(𝐺) line graph of 𝐺 37

M𝑟 (𝐺) generalized Mycielski graph of 𝐺 418
M𝑟1 ,𝑟2 ,...,𝑟𝑘 (𝐺) iterated Mycielski graph of 𝐺 418

P → P′ P′ hom-bounded from below by P 453
P ↔ P′ P hom-equivalent to P′ 453

T(𝐺) total graph of 𝐺 39
𝑡𝐻 multigraph 𝐺 with 𝜇𝐺 (𝑣,𝑤) = 𝑡𝜇𝐻 (𝑣,𝑤) 17



Other Notation

Aut(𝐺) automorphism group of 𝐺 566

𝔅(𝐺) set of blocks of 𝐺 558
𝔅𝑣(𝐺) set of blocks 𝐵 of 𝐺 with 𝑣 ∈ 𝑉 (𝐵) 558
bro(Δ,𝜔) = max{𝜒(𝐺) | Δ(𝐺) = Δ and 𝜔(𝐺) = 𝜔} 293

C(𝐺) maximum cliques of 𝐺 295
CL(𝐺) cycle lengths in 𝐺 76
CL𝑒 (𝐺) even cycle lengths in 𝐺 76
CL𝑜 (𝐺) odd cycle lengths in 𝐺 76
CO(𝐺,𝐶) colorings of 𝐺 with color set 𝐶 61
CO(𝐺, 𝑘) colorings of 𝐺 with color set 𝐶 = [1, 𝑘] 61

𝑑𝐺 (𝑣) degree of 𝑣 in 𝐺 554
𝑑𝐺 ( 𝑓 ) degree of 𝑓 in 𝐺 575
dist𝐺 (𝑣,𝑤) distance of 𝑣 and 𝑤 in 𝐺 558
𝑑−𝐷 (𝑣) in-degree of 𝑣 in 𝐷 572
𝑑+𝐷 (𝑣) out-degree of 𝑣 in 𝐷 572
𝐷 [𝑋] subdigraph of 𝐷 induced by 𝑋 ⊆ 𝑉 (𝐷) 572
𝐷/𝐹 reverse the orientation of 𝑒 ∈ 𝐹 ⊆ 𝐸 (𝐷) 132
𝐷 (𝐹) = (𝑉 (𝐷), 𝐹), subdigraph of 𝐷 with 𝐹 ⊆ 𝐸 (𝐷) 132

𝐸 (𝐺) edge set of 𝐺 554
𝐸𝐺 (𝑣) set of edges incident with vertex 𝑣 in 𝐺 554
𝐸𝐺 (𝑋,𝑌 ) set of edges incident joining 𝑋 and 𝑌 in 𝐺 554
𝐸−
𝐷 (𝑣) edges 𝑒 of 𝐷 with 𝑣−𝐷 (𝑒) = 𝑣 571

𝐸+
𝐷 (𝑣) edges 𝑒 of 𝐷 with 𝑣+𝐷 (𝑒) = 𝑣 571

𝜀(S) Euler characteristic of S 573
eg(S) = 2− 𝜀(S), Euler genus of S 573
ext(𝑘,𝑛) = min{|𝐸 (𝐺) | | 𝐺 ∈ Crit(𝑘,𝑛)} 231
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640 Other Notation

extℓ (𝑘,𝑛) = min{|𝐸 (𝐺) | | 𝐺 ∈ Critℓ (𝑘,𝑛)} 281
extDP (𝑘,𝑛) = min{|𝐸 (𝐺) | | 𝐺 ∈ CritDP (𝑘,𝑛)} 490
exth(𝑘,𝑛) = min{|𝐸 (𝐻) | | 𝐻 ∈ Crih(𝑘,𝑛)} 380

|𝐺 | = |𝑉 (𝐺) |, order of 𝐺 554
𝐺 [𝑋] subgraph of 𝐺 induced by 𝑋 ⊆ 𝑉 (𝐺) 555
𝐺𝐷 underlying graph of a multidigraph 𝐷 121
𝐺𝐻 high vertex subgraph of a critical graph 𝐺 35
𝐺𝐿 low vertex subgraph of a critical graph 𝐺 35
(𝐺,𝑔) weighted graph with 𝑔 :𝑉 (𝐺) → N0 40
𝑔𝑘 (𝑛, 𝑐) Gallai-function 237

Hom(𝐺,𝐻) homomorphisms from 𝐺 to 𝐻 439
𝐻 [𝑋] subhypergraph of 𝐻 induced by 𝑋 ⊆ 𝑉 (𝐻) 582
𝐻〈𝑋〉 hypergraph 𝐻 shrinked to 𝑋 ⊆ 𝑉 (𝐻) 582
𝐻 (S) Heawood number of S 578
ℎΔ = max{ℎ ∈ N0 | (ℎ +2) (ℎ +1) ≤ Δ} 328

I(𝐺) independent sets of 𝐺 335
I(𝐺, 𝑣) independent sets of 𝐺 containing 𝑣 404

K𝑝 (𝐺) subgraphs 𝐾 of 𝐺 isomorphic to 𝐾𝑝 188
𝐾𝐺 the map graph of 𝐺 w.r.t. K 441
koy(𝑘,𝑛) Kostochka–Yancey function 247

𝐿𝑘 (𝑛) = min{c(𝐺) | 𝐺 ∈ Crit(𝑘,𝑛)} 206

𝜇𝐺 (𝑣,𝑤) multiplicity of two distinct vertex 𝑣 and 𝑤 in 𝐺 570

𝑁𝐺 (𝑣) set of neighbors of 𝑣 in 𝐺 554
𝑁𝐺 (𝑋) set of neighbors of 𝑋 in 𝐺 554
𝑁 𝑝
𝐺 (𝑋) 𝑝th distance class of 𝑋 in 𝐺 426

𝑁−
𝐷 (𝑣) set of in-neighbors of 𝑣 in 𝐷 571

𝑁+
𝐷 (𝑣) set of out-neighbors of 𝑣 in 𝐷 571

𝑁 (S, 𝑘) = max{|𝐺 | | 𝐺 ∈ Crit(S, 𝑘)} 487
Nℎ nonorientable surface with ℎ ≥ 1 573

ore(𝑘,𝑛) Ore-function 233
OC(𝑘, ℓ) odd (𝑘, ℓ)-colorings of 𝐺 426
(Ω,Pr) probability space 586

𝑃𝐺 , 𝑃𝐷 polynomials associated with 𝐺 and 𝐷, respectively 128
𝜕𝐺 (𝑋) = 𝐸𝐺 (𝑋,𝑉 (𝐺) \ 𝑋) coboundary of 𝑋 in 𝐺 554

𝜌(S) = max{𝜌(𝐺) | 𝐺 ∈ G(↩→ S)} 579



Other Notation 641

𝑅(𝑘, ℓ) Ramsey number 96

Sym(𝐴) symmetric group of a set 𝐴 554
S𝑔 orientable surface with 𝑔 ≥ 0 573

𝑣𝑇𝑤 the unique 𝑣-𝑤 path in a tree 𝑇 560
𝑡(𝑛, 𝑝) Turan number 565
T topological space 574

𝑣−𝐷 (𝑣) terminal vertex of 𝑒 in 𝐷 571
𝑣+𝐷 (𝑣) initial vertex of 𝑒 in 𝐷 571
𝑉 (𝐺) vertex set of 𝐺 554
V𝑝 (𝐺) functions from 𝑉 (𝐺) to N

𝑝
0 83



Index

active component, 319
acyclic

acyclic digraph, 572
acyclic graph, 560

acyclic coloring, 161
acyclic 𝐿-coloring, 161
adjacency polynomial, 159
adjacent edges, 37
adjacent vertices, 554
algorithm

certifying algorithm, 106
graph coloring algorithm, 53
optimal, 53
performance guarantee, 54
polynomial, 53
suboptimal, 53
𝑡-absolute approximation algorithm, 54
𝑡-relative approximation algorithm, 54
worst-case running time, 54

Alon-Tarsi number, 160, 536
assignment

𝑓 -assignment, 10
𝑘-assignment, 10, 357
list-assignment, 10

augmented tree
𝑟-augmented tree, 71

augmenting edges, 71
automorphism, 566
automorphism group, 566
average degree, 555, 569
avoidable, 28

bad list-assignment, 56
ball
𝑑-ball, 410

barycentric subdivision, 458
BFS, see breadth-first search

bijection, 554
bipartite graph, 562

bipartition, 562
partite sets, 562
parts, 562

bipartite hypergraph, 583
partite sets, 583
parts, 583

bipartition, 562
block, 357, 558, 586
body, see simplicial complex
Borsuk graph, 454
Borsuk–Ulam theorem, 453
boundary subgraph, 574
bounded graph property
𝜒-bounded, 69
polynomially 𝜒-bounded, 104

bounding function for a graph property
𝜒-bounding function, 69

box
𝑑-dimensional box, 105

box-complexes, 460
breadth-first search, 561
brick, 7

DP-brick, 17
𝑘-brick, 7

bridge, 556, 584
broom, 101

cardinality, 553
Cartesian product, 563
categorial product, see direct product, 563
Catlin graph, 52
Cayley graph, 473
cellular embedding, 574
certifying algorithm, 106
chain: (𝑐, 𝑐′ )-chain, 5
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characteristic function, 126, 189
Chernoff bounds, 589
choice number, 10
choice ratio, 471
choosability, 55

(𝑎 : 𝑏)-choosability, 60
choosable

degree-choosable, 15
𝑓 -choosable, 10
𝑘-choosable, 10
(𝑛 : 𝑝)-choosable, 60

chord, 36
chordal graph, 47
chordless, 36
chromatic
𝑘-chromatic, 1

chromatic index, 37
chromatic number, 1, 40, 356

circular chromatic number, 413
D-chromatic number, 161
dichromatic number, 161
D-list-chromatic number, 161
DP-chromatic number, 16, 60
equitable chromatic number, 31
face chromatic number, 516
fractional chromatic number, 59, 404
game chromatic number, 534
group chromatic number, 535
𝑘-chromatic number, 111
list chromatic number, 10, 41, 357
local chromatic number, 477
odd chromatic number, 438
online list chromatic number, 536
P-chromatic number, 90
P-list-chromatic number, 90
set chromatic number, 59
signed chromatic number, 51
total chromatic number, 39
total list-chromatic number, 39

chromatic-choosable graph, 160
circular chromatic number, 413
circular graph, 414
circular (𝑛, 𝑑 )-coloring, 413
circumference, 79
claw, 562
clique, 357, 562, 572, 583
𝑝-clique, 562
𝑣-clique, 41
fractional clique, 405
maximum clique, 295

clique number, 2, 357, 562, 583
fractional clique number, 406

clique sum, 47
clique-acyclic, see normal digraph

closed out-neighborhood, 126
club, 322
cluster
𝑘-cluster, 190

coboundary, 554
color, 1, 16
color class, 2, 356
color set, 1, 40, 356
colorable

DP-degree-colorable, 17
DP- 𝑓 -colorable, 16
DP-𝑘-colorable, 16
𝑓 -list-colorable, 10, 41
𝐻-colorable, 466
𝑘-colorable, 1, 40, 356
𝑘-list-colorable, 10, 41, 357
𝐿-colorable, 10, 41
list-colorable, 10
(P , 𝐿)-colorable, 90
uniquely odd (𝑘, ℓ )-colorable, 436
(𝑋,𝐻 )-colorable, 16, 60

coloring, 1, 40, 161, 356
acyclic coloring, 161
acyclic 𝐿-coloring, 161
circular (𝑛, 𝑑 )-coloring, 413
correspondence coloring, 57
D-coloring, 161
(D, 𝐿)-coloring, 161
edge coloring, 37
equitable 𝑘-coloring, 27
face coloring, 516
fractional coloring, 404
𝐻-coloring, 465
improper coloring, 90
𝑘-coloring, 1, 40, 356
𝐿-coloring, 10, 40
local (𝑚,𝑟 )-coloring, 477
multi-coloring, 59
nearly 𝑝-uniform 𝐶-coloring, 28
odd (𝑘, ℓ )-coloring, 426
optimal coloring, 53
partial coloring, 306
P-coloring, 90
(P , 𝐿)-coloring, 90
precoloring, 55
proper coloring, 90
𝑝-uniform 𝐶-coloring, 28
set-coloring, 59
(𝑠, 𝑡 )-wide coloring, 477
total coloring, 39
tuple-coloring, 59
(𝑋,𝐻 )-coloring, 16, 60

coloring graph
𝑛-coloring graph, 442
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coloring number, 11, 16
coloring of digraphs, 161
coloring of graphs, 1
coloring of hypergraphs, 356
coloring of weighted graphs, 40
coloring problem, 106
𝑘-coloring problem, 106

common neighborhood, 458
comparability graph, 149
complement, 562
complete
𝐻 is complete to 𝐻′ in 𝐺, 319
𝑣 is complete to 𝐻′ in 𝐺, 319
two subsets are complete in 𝐺, 319

complete 𝑑-ary tree of heigth 𝑚, 71
complete 𝑞-uniform hypergraph, 357, 583
complete bipartite graph, 562
complete club, 322
complete graph, 556
complete multipartite graph, 564
component, 556, 584
composition, 554, 563
conditional colorings, 112
conditional probability, 587
cone, see simplicial complex
configuration
𝐶-configuration, 19
colorable, 17
constructible configurations, 19
degree-feasible, 17
disjoint, 19
even 𝐶-configuration, 18
feasible configuration, 17
𝐾-configuration, 18
merging, 19
minimal uncolorable, 17
odd 𝐶-configuration, 18
uncolorable, 17

Conjecture
(𝑎:𝑏)-choosability, 44
Alon–Krivelevich–Sudakov, 334
Borodin–Kostochka, 293, 345
Chen–Raspaud, 470
Cranston–Rabern, 303
Digraph, 166
Double-Critical Graph, 212
Equitable Δ-Coloring, 32
Erdős–Hajnal, 104
Erdős–Lovász Tihany, 228
Five Flow, 552
Forest-Plus-Starforest, 67
Four Flow, 552
Gyárfás / Sumner, 69
Gyárfás / Sumner (polynomial version), 104

Hadwiger, 215
Heawood, 521
Jaeger, 467
Kierstead–Kostochka, 32
King, 345
Klein–Schönheim, 68
Kostochka–Stiebitz, 284
List-Edge-Coloring, 39
List-Total-Coloring, 40
Local DP, 345
Molloy–Reed, 351
Ngoc–Tuza, 473
Ore (hypergraph version), 382
Planar 2-Coloring, 164
Postle, 280
Product, 440
Reed, 290, 294
Saaty–Kainen, 229
Stahl, 469
Su, 225
Three Flow, 552
Total Graph, 40

connected, 44, 572
𝑘-connected, 557

connected graph, 556
connected hypergraph, 584
connectivity, 557
constructible, 173
constructible configurations, 19
Construction

Descartes’ construction, 108
Dirac’s construction, 168, 364
Dirac–Gallai construction, 176
Enlarging operation, 366
Hajós’ construction, 169, 365
Liu’s construction, 395
Mycielski’s construction, 418
Ore’s construction, 171
Toft’s construction, 210
Toft’s splitting operation, 366
Urquhart’s construction, 171
Zykov’s construction, 97
Zykov-Schäuble-Lovász construction, 385

construction sequence, 173
construction tree, 173
contractible cycle, 575
contracting an edge, 563
contraction-critical, 214
𝑘-contraction-critical, 214

copy of a graph, 555
core, 56
𝑘-core, 100
𝐿-core, 234

core number, 100
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core of graph, 463
Corollary

Ajtai–Komlós–Szemerédi, 270
Ajtai–Komlós–Szemerédi / Shearer, 269,

270
Bernshteyn, 267, 340
Bernshteyn–Kostochka–Pron, 27
Bonamy–Kelly–Nelson–Postle, 352
Bondy–Boppana–Siegel, 118
Borodin / Erdős–Rubin–Taylor, 15
Cranston–Rabern, 302, 327
Farzad–Malloy–Reed, 334
Fisk, 502
Gallai, 181, 207
Galvin, 120
Gimbel–Thomassen / Nilli, 271
Jensen–Toft, 271
Kostochka–Stiebitz, 269
Kostochka–Yancey, 261
Local (symmetric case), 587
Molloy–Reed, 332
Rabern, 313, 314
Reed, 345, 346
Simonyi–Tardos, 479

correspondence coloring, 57
cover, 15
𝑘-cover, 262

cover-critical
𝑘-cover-critical, 274
(𝑋,𝐻 )-critical, 273

covered, 570
critical

contraction-critical, 214
critical graph, 32
critical hypergraph, 360
critical vertex/edge, 32
double-critical, 212
𝐻-critical, 466
𝑘-contraction-critical, 214
𝑘-cover-critical, 274
𝑘-critical, 32, 360
𝑘-list-critical, 235, 362
𝐿-critical, 235, 362
list-critical, 235
strong 𝑘-critical, 273
vertex-critical, 107, 362
(𝑋,𝐻 )-critical, 273
𝜒DP -critical, 489
(𝜒

ℓ
, P)-vertex-critical, 93

(P , 𝐿)-vertex-critical, 92
𝜉 -critical, 280

critical with respect to, 280
cubic graph, 555
cut, see edge cut

cycle, 556
cycle-plus-triangles graph, 136

decomposable graph, 181
decomposable hypergraph, 375
decomposition, 570, 572
degeneracy, 100
degenerate

𝑓 -degenerate, 152
𝑘-degenerate, 61
strictly ℎ-degenerate, 82

degree
degree of a face, 575
degree of a vertex, 355, 554, 570, 582

degree-choosable, 15, 357
degree-feasible, 17
dependency digraph, 587
depth-first search, 560
Descartes’ construction, 108
DFS, see depth-first search
diamond, 9
dichromatic number, 161
digon, 165
digraph, see multidigraph
digraph property, 121
Dirac join, 168, 364
Dirac’s bound, 273
Dirac’s construction, 168, 364
Dirac’s map color theorem, 274
Dirac–Gallai construction, 176
direct product, 439, 563
directed cycle, 572
directed from, 571
directed Hamilton path, 572
directed multigraph, see multidigraph
directed path, 572
disconnected graph, 556
disjoint, 562
distance, 426, 558
𝑝th distance class, 426

distance graph, 455
domain, 262
dominating edge, 378
dominating vertex, 185, 378
double-critical, 212
DP-coloring problem, 15
DP-forest, 273
DP-tree, 273
DP-brick, 17
DP-chromatic number, 16, 60
DP-degree-colorable, 17
DP-𝑘-colorable, 16
duplicating a vertex, 52, 563
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edge
edge of a graph, 554
edge of a hypergraph, 582

hyperedge, 355
ordinary edge, 355

edge of a multidigraph, 571
edge coloring, 37
edge coloring problem, 58
edge cut, 373, 557, 585
edge deletion, 555
edge density, 38
edge set

edge set of a graph, 554
edge set of a hypergraph, 355, 582
edge set of a multidigraph, 571
edge set of a multigraph, 570

edge-connected
𝑘-edge-connected, 557, 585

edge-connectivity, 557, 585
edge-deleted subgraph, 555
efficiently realizable upper bound, 53
embeddable, 574
embedded multigraph, 574

T-multigraph, 574
embedding, 574

2-cell embedding, 574
empty, 355, 582
empty graph, 554
end-block, 558, 586
endomorphism, 463
ends

ends of a path, 556
ends of an edge, 554

endvertex, 555
enlarging, 366
Enlarging operation, 366
equitable chromatic number, 31
equitable 𝑘-coloring, 27
equivalent colorings, 61, 436
Erdős–Hajnal property, 104
Euler characteristic, 483, 573
Euler genus, 483, 573
Euler’s Formula, 577
Eulerian multidigraph, 133
Eulerian orientation, 136
even, 556, 559, 563, 572
even circumference, 79
events, 586

dependent, 586
independent, 586

exact 𝑝-partition, 315
excess
𝑘-excess, 232

expectation, 589

extended, 503
extension of a coloring, 62, 503

face chromatic number, 516
face coloring, 516
face graph, 516
facial cycle, 574
facial subgraph, 574
facial walk, 575
factor, 555
feasible configuration, 17
feasible move sequence, 324
FF, see first-fit
finite, see simplicial complex
first-fit, 79
flow

Γ-flow, 551
𝑘-flow, 551

forest, 560
fractional chromatic number, 59, 404
fractional clique, 405
fractional clique number, 406
fractional coloring, 404
fractional DP-chromatic number, 471
fractional list chromatic number, 470
fractional orientation, 123
fractional out-degree, 123
fractionally absorbing, 126
fractionally independent, 126
free
𝐻-free, 567
triangle-free, 567
X-free, 69, 567

full component, 318
function

bijective, 554
image, 553
injective, 553
inverse image, 553
one-to-one, 554
onto, 553
preimage, 553
range, 553
restricted, 553
restriction, 553
surjective, 553

Gallai forest, 7
Gallai hyperforest, 358
Gallai hypertree, 358
Gallai join, 176
Gallai tree, 7
Gallai–Roy theorem, 115
game chromatic number, 534
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generalized graph coloring, 112
generalized Kneser graph, 464
genus

(orientable) genus, 579
nonorientable genus, 579

girth, 559, 583
good move, 321
good move sequence, 322

club, 322
complete club, 322
nonrepetitive, 322
nontraveler, 322
traveler, 322

graph, 554
acyclic graph, 560
bipartite graph, 562
Borsuk graph, 454
Catlin graph, 52
chordal graph, 47
circular graph, 414
complete bipartite graph, 562
complete graph, 556
connected graph, 556
cubic graph, 555
disconnected graph, 556
distance graph, 455
(𝑑, 𝑟 , ℓ )-graph, 71
empty graph, 554
𝜀𝑘-graph, 7
generalized Kneser graph, 464
Gyárfás graph, 428
Gyárfás–Simonyi–Tardos graph, 430
imperfect graph, 44
intersection graph, 105
interval graph, 52, 105
Kneser graph, 407
line graph, 37
Lovász–Borsuk graph, 455
minimally imperfect graph, 45
Mirzakhani graph, 493
multiplicative graph, 440
Mycielski graph, 418
nontrivial graph, 503
perfect graph, 44
Petersen graph, 52, 408
planar graph, 484
plane graph, 485
regular graph, 555
Schrijver graph, 412
shift graph, 98
split graph, 221
Toft graph, 200
total graph, 39
Turán graph, 564

weighted graph, 40
graph calculus, 173
graph coloring algorithm, 53
graph coloring game, 534
graph coloring problem, 53
graph construction, 471
graph invariant, see graph parameter
graph parameter, 569

additive, 569
monotone, 569

-monotone, 569

graph product, 479
graph property, 567

additive, 569
𝜒-bounded, 69
hereditary, 567
irreducible, 112
minor-closed, 214
monotone, 567
polynomially 𝜒-bounded, 104
smooth, 91
trivial, 567

-hereditary, 568

greedy coloring, 53
group chromatic number, 535
Gyárfás graph, 428
Gyárfás–Simonyi–Tardos graph, 430

Hadwiger number, 229
Hadwiger–Nelson problem, 455
Hajós calculus, 174
Hajós join, 168, 364, 563
Hajós number
𝑘-Hajós number, 175

Hajós’ construction, 169, 365
Hajós-𝑘-constructible graphs, 170
Hamilton cycle, 556
Hamilton path, 556
hard pairs, 83

𝑓 -hard, 83
merging, 84

Heawood number, 484, 578
hereditary, see graph property
high vertex, 34, 368
high vertex subgraph, 35
hitting every maximum clique, 295
hitting set for a set system, 349
hole, 101
hom-bounded from above, 453
hom-bounded from below, 453
hom-equivalent, 453, 463
homomorphic, 401
homomorphism, 401
hyperbrick, 357
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hypercycle, 583
hyperedge, 582
hypergraph, 355, 582

empty, 355
linear, 361
nontrivial, 355
𝑞-uniform, 355
simple, 361

hypergraph parameter, 360
monotone, 360

hypergraph property, 360
monotone, 360

hyperpath, 583
hyperwalk, 583

identifying independent vertices, 170
identifying vertices, 563
identity function, 554
imperfect graph, 44
improper coloring, 90
in-degree, 572
in-neighbor, 571
incidence function, 570
incident, 554, 570, 582
indecomposable graph, 181
indecomposable hypergraph, 375
independence number, 2, 562, 583
independence tree, 36
independent partial transversal, 262, 296
independent set, 2, 356, 562, 572, 583
𝑝-independent set, 562

independent transversal, 15, 262, 296
index of a club, 322
induced subdigraph, 572
induced subgraph, 555
induced subhypergraph, 583
inflation of a graph, 41
initial vertex, 571
inner faces, 580
inner vertices of a path, 556
inside, 490
interior, 490
internally disjoint, 557
intersection, 562, 570
intersection graph, 105
interval graph, 52, 105
inverse function, 554
irreversible, 125
isolated vertex, 554
isomorphic graphs, 555
isomorphism, 566

join
Dirac join, 168, 364

Gallai join, 176
Hajós join, 168, 364
join of two graphs, 562
join of two vertices, 554, 570
Ore join, 171
Toft join, 210

joined by a path, 556

Kempe-change, 5
kernel, 118, 572
kernel-perfect, 118, 572
kernel-solvable, 125
Kneser graph, 407

leaf, 560
left coset, 566
Lemma

Alon, 588
Chernoff, 589
Cranston–Rabern, 325
El-Zahar–Sauer, 444, 445
Fekete, 590
Folding, 526
Hajnal, 298
Kernel Method, 118
Local (general case), 587
Local (lopsided), 589
Mihók–Škrekovsky, 280
Mozhan, 317
Rabern, 290, 313
Simonovits, 197
Simonyi–Tardos, 462
Small Pot, 342
Stiebitz, 188
Toft, 195
Tucker (Octahedral), 411

length, 173, 556, 559
lexicographic product, 563
line graph, 37
line perfect multigraph, 159
linear degree, see star degree
linear forest, 107
linear hypergraph, 361
linear order, 556
list chromatic number, 10, 357
list coloring constant, 341
list-assignment, 10

bad list-assignment, 56
uncolorable list-assignment, 56

list-chromatic index, 38
list-colorable, 10

𝑓 -list-colorable, 10, 41
𝑘-list-colorable, 10, 41, 357

list-critical, 235
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𝑘-list-critical, 235, 362
minimal 𝑘-list-critical, 235

Liu’s construction, 395
local chromatic number, 477
local connectivity, 178
local edge connectivity, 178
loop, 571
looped path, 441
Lovász–Borsuk graph, 455
low vertex, 34, 92, 368
low vertex subgraph, 35, 92

map, 516, see function
map color theorems, 515
map graph, 441
mapping, see function
matching, 38, 570
matching number, 38, 571
maximal independent set coloring, 53
maximal planar graph, 581
maximum average degree, 12, 569
maximum clique, 295
maximum degree, 554, 582
maximum fractional out-degree, 123
maximum in-degree, 572
maximum local connectivity, 178
maximum local edge connectivity, 178
maximum multiplicity, 570
maximum out-degree, 572
maximum star degree, 361
maximum triangle degree, 292
minimal separation set, 585
minimal separator, 557
minimally imperfect graph, 45
minimum degree, 554, 582
minimum genus embedding, 579
minimum in-degree, 572
minimum out-degree, 572
minimum star degree, 361
minor, 564
minor-closed, 214
Mirzakhani graph, 493
modulo (2𝑝 +1)-orientation, 467
mono-block, 83
monotone graph parameter, 33
monotone graph property, 33
monotone orientation, 128
Moser spindle, 455
movable

(𝑐, 𝑐′ )-movable, 28
move, 315
moving a vertex, 315
Mozhan partition, 315
multi-coloring, 59

multicycle, 23
(𝑠, 𝑡 )-multicycle, 23

multidigraph, 571
multigraph, 15, 570

multicycle, 23
multipath, 23
signed multigraph, 50

multipartite graph
complete 𝑝-partite graph, 564
complete multipartite graph, 564
partite sets, 564
parts, 564
𝑝-partite graph, 564

multipath, 23
multiple edges, 570, 571
multiplicative graph, 440
multiplicity, 15, 38, 570
mutually independent events, 587
Mycielski graph, 418

cone, 472
𝑖th level, 418
𝑟-Mycielskian, 472
top vertex, 418

Mycielski’s construction, 418
Mycielski–Grötzsch graph, see Mycielski

graph

negative color, 28
negative pair, 448
negatively correlated, 589
neighborhood, 554
neighborhood complex, 410
neighbors, 554
noncontractible cycle, 575
nonorientable minimum genus embedding, 579
nonorientable surfaces, 573
nonpartitionable pair of dimension 𝑝, 85
nonrepetitive, 322
nonseparating cycle, 575
nontraveler, 322
nontrivial, 355, see graph and hypergraph
Nordhaus–Gaddum inequalities, 96
normal digraph, 124
nowhere zero Γ-flow, 551
nowhere zero 𝑘-flow, 551
null graph, see empty graph

odd, 101, 556, 559, 563, 572
odd antihole, 101
odd chromatic number, 438
odd circumference, 79
odd girth, 559
online coloring algorithm, 79
online graph, 79
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online list chromatic number, 160, 536
optimal coloring, 53
optimal partition, 317
orbit, 566
order, 554, 566, 571, 582
ordinary edge, 582
Ore join, 171
Ore’s construction, 171
Ore-𝑘-constructible graphs, 171
Ore-degree of a graph, 276
Ore-degree of an edge, 276
Ore-function, 234
orientable surfaces, 573
orientably simple, 579
orientation, 115, 572
oriented graph, 165
out-degree, 572
out-going edge, 74
out-neighbor, 571
outer cycle, 490
outer face, 580
outerplanar graph, 514

paintability number, 160, 536
paintable

𝑓 -paintable, 536
parallel, 571
parallel edges, 570
partial (𝑋,𝐻 )-coloring, 262
partial coloring, 306
partial transversal, 262, 296
partially ordered set, 149
partionable multigraph

𝑓 -partitionable, 83
(𝑠, 𝑡 )-partitionable, 111

partite sets, 562, 564
partition of a multigraph, 81

active component, 319
component, 315
critical vertex, 315
exact 𝑝-partition, 315
feasible move sequence, 324
𝑓 -partition, 83
full component, 318
good move, 321
good move sequence, 322
(𝑘1, 𝑘2 , . . . , 𝑘𝑝 )-M-partition, 315
move, 315
moving a vertex, 315
optimal, 317
𝑖th part, 315
partition, 315
𝑝-partition, 81, 315
reverse move, 315

weight, 317
partition of a set, 553
path, 555
perfect graph, 44
performance guarantee, 54
permutation, 554
permutation group

acts transitively, 554
transitive, 554

Petersen graph, 52, 408
planar graph, 484, 580
plane graph, 485, 580
plane near-triangulation, 490
plane triangulation, 581
point aboricity, 112
point partition number, 112
Poljak–Rödl function, 481
positive color, 28
power
𝑝th partial power, 427
𝑝th power, 427

power set, 553
precoloring, 55
predecessor, 571
probability, 586
probability function, 586
probability space, 586
Problem

Erdős–Hajnal, 197
Gallai, 195
Gao–Ma, 225
Haxell–Naserasr, 344
Nešetřil–Rödl, 196
Stiebitz, 224
Toft, 196, 210

projections, 439
projective planar graph, 502
projective plane graph, 502
proof sequence, 174
proper coloring, 90
proper cycle, 125
proper splitting, 204
proper subgraph, 555
proper subhypergraph, 582
proper subset, 553
property B, 396
pseudograph, 571
pseudomultigraph, 571

quadrangular embedding, 581
quadrangulation, 581
quasi-order, 465

radius, 424, 559
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Ramsey number, 96
rank number, 96
recognition problem, 106
recoloring, 5, 28
reducer
𝑘-reducer, 329

reducible
𝑓 -reducible, 153
weakly 𝑓 -reducible, 153

reduction
𝑘-reduction, 329

regular, 582
regular coloring, see Borsuk graph
regular graph, 555
relative complement of a hypergraph, 375
remainder, 132
restriction of a coloring, 62
retract of a graph, 463
reverse move, 315
root, 560, 561
rooted tree, 561

ancestor, 561
child, 561
depth, 561
descending edge, 561
height, 561
incoming edge, 561
internal vertex, 561
leaf, 561
level, 561
outgoing edge, 561
parent, 561
proper ancestor, 561

Rubin’s Block Lemma, 58

sample space, 586
Schrijver graph, 412
send, 324
separating cycle, 575
separating edge set, 585
separating set, 556
separating vertex, 357, 556
separation, 585
separation set, 585
separator, 557
sequential coloring, 53
sequential coloring algorithm, 4
set chromatic number, 59
set difference, 553
set-coloring, 59
shift graph, 98
shrinking, 363
shrinking operation, 356
signed chromatic number, 51

signed multigraph, 50
simple digraph, 571
simple hypergraph, 361
simple splitting, 366
simplices, 410
simplicial complex, 410

body, 410
cone, 422
finite, 410
suspension, 422

simplicial map, 458
simplicial vertex, 47
size, 553
smallest last order, 11
spanning subgraph, 555
spanning subhypergraph, 582
spanning tree, 36, 560
SPGT, see Strong Perfect Graph Theorem
sphere

(𝑑 − 1)-sphere, 410
split graph, 221
split-up, 176
splitting

proper splitting, 204
simple splitting, 366
splitting a vertex, 204, 366

splitting a vertex into an independent set, 367
splitting operation for graphs, 204
splitting operation for hypergraphs, 366
spread of a complete club, 323
spread of a move sequence, 323
square of a graph, 49
stabilizer, 566
stable Kneser graph, see Schrijver graph
stable matching, 152
star, 562
star degree, 361
star forest, 64
strict digraph, 125, 571
strictly ℎ-degenerate, 82
strong bridge, 358, 584
strong fractional kernel, 126
strong product, 480
strong 𝑘-critical, 273
subadditive function, 591
subdigraph, 572
subdividing an edge, 563
subdivision, 564
subgraph, 555
subhypergraph, 582
submultigraph, 570
subset, 553
𝑝-element subsets, 553

successor, 571
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super-orientation, 125
surface, 573
suspension, see simplicial complex
symmetric difference, 136
symmetric group, 554

Talagrand’s inequality, 590
terminal vertex, 571
Theorem

Abbott–Zhou, 189
Aharoni / Haxell, 298, 589
Akbari–Mirrokni–Sadjad, 134
Albertson–Hutchinson, 486
Alon–Tarsi, 133, 134
Axenovich / Albertson–Kostochka–West,

544
Böhme–Mohar–Stiebitz, 502
Berge–Tutte, 571
Bernshteyn, 263, 267, 335
Bernshteyn / Kostochka–Stiebitz, 396
Bernshteyn–Kostochka, 282
Bernshteyn–Kostochka–Pron, 27
Bernshteyn–Lee, 160
Beutelspacher–Hering, 344
Bonamy–Kelly–Nelson–Postle, 352
Bondy–Hell, 416
Borodin–Kostochka–Toft, 84
Borodin–Kostochka–Woodall, 119, 120
Brooks, 4
Chen–Jing–Zang, 39
Chen–Ma–Zang, 165
Chudnovsky–Goedgebeur–Schaudt–Zhong,

108
Chudnovsky–King–Plumettaz–Seymour,

347
Chudnovsky–Robertson–Seymour–Thomas,

210
Combinatorial Nullstellensatz, 130
Cranston–Rabern, 326
Cycle-Plus-Triangles, 136
Dilworth, 150
Dirac, 34, 485
Dirac / Gallai, 175, 176
Dirac Construction, 168, 364
Dol’nikov, 464
Dvořák–Postle, 57
El-Zahar–Sauer, 443, 446
Emden-Weinert–Hougardy–Kreuter, 107,

328
Enlarging Operation, 366
Erdős, 69
Erdős–Rubin–Taylor, 56
Euler, 577
Even Map Color, 529

Fajtlowicz, 310
Farzad–Malloy–Reed, 332
Fischer–Hörsch, 349
Five Color, 489
Four Color, 485
Frieze–Mubayi, 394
Gallai, 35, 36, 155, 181, 207, 223, 239
Gao–Ma, 189
Gimbel–Thomassen, 529
Grötzsch, 246
Grünbaum / Aksionov, 497
Graph Minor, 214
Gravin–Karpov, 394
Greenwell–Lovász, 188
Gyárfás, 70, 76
Gyárfás–Jensen–Stiebitz, 427
Hadwiger, 215
Hadwiger / Dirac, 216
Hajós, 170
Hajós Construction, 169, 365
Hajnal–Szemerédi, 27
Hall, 571
Harutyunyan–Mohar, 161
Haxell–McDonald, 350
Heawood, 484
Hedetniemi, 444
Hutchinson, 530
Jensen–Toft, 123
Jiang, 425
König, 38, 562
Kaiser–Stehlı́k, 473
Kelly–Postle, 346
Kernel Solvable Graph, 126
Kierstead–Szemerédi–Trotter, 424
King, 296
King–Reed, 303
King–Reed–Vetta, 348
Kleitman–Lovász, 129
Kostochka, 58
Kostochka–Nakprasit, 54
Kostochka–Nešetřil, 396
Kostochka–Stiebitz, 486
Kostochka–Stiebitz–Wirth, 358, 359
Kostochka–Yancey, 243, 244, 251
Král’–Kratochvı́l–Tuza–Woeginger, 106
Lovász, 46, 82, 198, 399
Lovász–Kneser, 409
Lund–Yanakakis, 55
Müller, 224
Map Color, 487
Martinsson / Dvorák, 287
McDiarmid, 347
Menger, 557
Mihók, 68
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Mihók–Schiermeyer, 78
Minty, 116, 155
Mohar, 284
Molloy–Reed, 303, 306, 328, 331, 351
Mozhan / Stiebitz, 213
Ore, 171
Postel–Schweser–Stiebitz, 283
Postle, 530
Postle–Thomas, 530
Pretzel–Youngs, 157
Przybylo, 340, 341
Rödl, 196, 205
Rödl–Siggers, 400
Rödl–Tuza, 421
Rabern, 311, 313
Rackham, 544
Reducibility, 388
Reed, 295, 345
Richardson, 122
Ringel, 523
Ringel–Youngs, 522
Robertson–Seymour–Thomas, 216
Schweser, 162
Scott–Seymour, 102
Shannon, 38
Shitov / Tardiv / Wrochna, 449
Simonyi–Tardos, 478
Splitting Operation, 366
Stable Marriage, 151
Stehlı́k, 283, 377
Stiebitz, 224, 422
Stiebitz–Storch–Toft, 375, 378, 382
Stiebitz–Tuza–Voigt, 44
Strong Perfect Graph, 48
Tallagrand, 590
Thomassen, 281, 488–490, 494
Three Color, 500
Toft, 177, 200, 201, 211, 371–374, 392
Turán, 565
Tutte, 552
Tuza, 116
Two Color, 502
Urquhart, 171
Vizing / Erdős–Rubin–Taylor, 15
Vizing / Gupta, 38
Wanless–Wood, 393
Weak Perfect Graph, 46
Wrochna, 449
Youngs, 157
Zig–Zag, 478

Toft graph, 200
Toft join, 210
Toft’s construction, 210
Toft’s splitting operation, 366

topological minor, 564
topological space

antipodal, 454
arc, 573
circle, 573
closed disc, 573
𝑑-ball, 410
diameter, 454
(𝑑 − 1)-sphere, 410
𝑘-connected, 410
open disc, 573

total chromatic number, 39
total coloring, 39
total coloring problem, 59
total graph, 39
total list-chromatic number, 39
totally dominating set, 296
tour, 559
tournament, 149
transitive, 566
transitive digraph, 150
transversal

transversal of a cover, 15, 262
transversal of a set system, 296

travel, 324
traveler, 322
tree, 560

BFS tree, 561
broom, 101
DFS tree, 560
independence tree, 36
rooted tree, 561
spanning tree, 36, 560

tree decomposition, 226
triangle, 556
triangle-free, 567
triangular embedding, 581
triangulation, 581
tuple-coloring, 59
Turán graph, 564
Turán number, 565

uncolorable hyperpair, 358
uncolorable list-assignment, 56
uncolorable pair, 13
underlying graph, 17, 118, 570, 572
underlying rooted tree, 71
uniform coloring

nearly 𝑝-uniform 𝐶-coloring, 28
negative color, 28
positive color, 28
𝑝-uniform 𝐶-coloring, 28

uniform hypergraph
𝑞-uniform, 355
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union, 562, 570
uniquely 𝐶-colorable, 61
uniquely 𝑘-colorable, 61
universal vertex, 367
Urquhart’s construction, 171

value of a fractional coloring, 404
vector function, 82
vertex deletion, 555
vertex enumeration, 556
vertex order, 556
vertex set

vertex set of a graph, 554
vertex set of a hypergraph, 355, 582
vertex set of a multidigraph, 571
vertex set of a multigraph, 570
vertex set of a simplicial complex, 410

vertex-critical, 107, 362
𝑘-vertex-critical, 107, 362

vertex-deleted subgraph, 555
Vizing property, 103

walk, 559
closed, 559
open, 559

weak degeneracy, 113, 154, 160
weighted graph, 40

connected, 44
wheel, 562
𝑑-wheel, 188

worst-case running time, 54

Zykov’s construction, 97
Zykov-Schäuble-Lovász construction, 385
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