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Abstract

In this work vector optimization problems are examined which have a variable ordering structure defined by a set-valued map which associates to each element in the objective space a cone of preferred or dominated directions. These considerations are motivated by a recent application in medical image registration where the preferences vary dependently on the actually considered element in the objective space.

Several optimality concepts and characterizations of optimal solutions are discussed. Existence and scalarization results as well as optimality conditions and duality results are presented.
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1 Introduction

We consider in this work vector optimization problems where optimality is defined based on a variable ordering structure. This structure is defined in the objective space by a set-valued map which associates to each element a cone of preferred or dominated directions.

Our main motivation for examining vector optimization problems with a variable ordering structure is a recent application problem in image registration in medical engineering [20]: There it is the aim to merge several medical images gained by different methods as for instance computer tomography (CT), magnetic resonance tomography (MRT), positron emission tomography (PET) or ultrasound (US). Thus one searches for a best transformation map, also called registration. (For a short introduction to image registration see for instance [11].) To measure the quality of such a transformation, a multitude of similarity measures is known, which all possess different properties and advantages. The values of the different measures can be interpreted as objectives which have to be minimized all at the same time.
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However, dependent on the objective values, it is advantageous to put a higher weight on some of these objectives than on others. To each element $\tilde{y}$ in the objective space one can thus relate a weight vector $w(\tilde{y})$ and consider a related cone $\mathcal{D}(w(\tilde{y}))$ which depends on the weight vector and hence on the considered point $\tilde{y}$. Then one searches for a minimal solution of a vector optimization problem with a variable ordering structure. We discuss this application in more detail in Section 2.2.

Already in [16] it is recognized that the importance of criteria may change during the decision making process and that it may depend on the current criteria values. Wiecek gives in [26] an example for that. In [1] Baatar and Wiecek examine the concept of equitability, which has applications in portfolio optimization and location problems. There it is assumed that the criteria are not only comparable but also anonymous, which makes the distribution of outcomes among the criteria more important than the assignment of outcomes to specific criteria. They show that this minimality notion is related to a finite number of ordering cones instead of a unique ordering cone. The objective space is departed into sections and the related ordering is variable and depends on the section in which an element lies.

Engau examines in [10] the role of variable domination structures in preference modeling. He gives examples showing the limitations of preference modeling using only one ordering cone. Variable structures defined by convex cones containing the positive orthant and being some kind of symmetric are studied. In [28] examples are given for variable domination cones to illustrate the importance of variable ordering structures to model the preferences of decision makers adequately, see also [7].

Because variable ordering structures become more important in applications we present here a general theory which can form a basis for further developments. Theoretical examinations of vector optimization problems with a variable ordering structure in the context of vector complementarity problems are already done by Huang et al. in [13].

In Section 2 we present various optimality concepts, we discuss the application in image registration mentioned above in more detail, and we give first characterizations of minimal and nondominated elements of a set. This is continued in Section 3 where we examine linear scalarizations of the vector optimization problem. We derive an existence result for minimal and nondominated elements respectively. Necessary and sufficient optimality conditions for a vector optimization problem with a variable ordering structure are presented in Section 4 and in Section 5 we conclude with some duality results.

## 2 Optimal elements and their characterization

First we have to define optimality for a variable ordering (or domination) structure. Thereby two concepts are of interest. The importance of variable ordering structures is illustrated with an application in image registration. We also present characterizations of optimal elements.
2.1 Variable ordering structure and optimality notions

In general, in vector optimization with a non-variable ordering structure, one assumes a partial ordering \( \geq_K \) in a real linear space \( Y \) to be given by a nontrivial convex cone \( K \subset Y \). Then we write \( x \leq_K y \) for \( y - x \in K \). A minimal element \( \bar{y} \in A \) of a nonempty subset \( A \) of \( Y \) w.r.t. the cone \( K \subset Y \) is defined by

\[
(\{\bar{y}\} - K) \cap A \subset \{\bar{y}\} + K \quad (125).
\]

For pointed cones this definition reduces to

\[
(\{\bar{y}\} - K) \cap A = \{\bar{y}\}. \quad (1)
\]

Recall that a set \( K \) is called a cone if \( \lambda x \in K \) for all \( \lambda \geq 0 \) and \( x \in K \). A cone is convex if \( K + K \subset K \). A cone satisfying \( K \cap (-K) = \{0_Y\} \) is called pointed. For getting a pointed cone \( \tilde{K} \) from a non-pointed cone \( K \), Borwein [3] replaces \( K \) in (1) by \( \tilde{K} := (K \setminus (K \cap (-K))) \cup \{0_Y\} \).

The definition in (1) is also used for an arbitrary set \( K \) with \( 0_Y \in K \), see [2, 25], or even \( 0_Y \notin K \), see [23]. In this work we also base out considerations on the condition in (1), which is equivalent to that there is no \( y \in A \) with

\[
\bar{y} \in \{y\} + K \setminus \{0_Y\}. \quad (2)
\]

We always assume the set \( K \) to be a cone. In (2) the cone \( K \) can be interpreted as the set of dominated directions of the element \( y \) while in (1) the cone \( -K \) represents the set of preferred directions of the element \( \bar{y} \). Searching for minimal elements equals thus the search for nondominated elements or for the most preferred elements in the set \( A \) respectively. For a literature survey about the usage of these concepts for \( K \) a set, a cone or the positive orthant, see [10].

The concepts (1) and (2) are equivalent, but for a variable ordering structure we have to differentiate between these two ideas of preference and domination. We need the following assumptions.

**Assumption 2.1.** Let \( A \) be a nonempty subset of a real linear spaces \( Y \). Let \( D : Y \to 2^Y \) be a set-valued map with \( D(y) \) a nontrivial cone with nonempty algebraic interior \( \text{cor}(D(y)) \) for all \( y \in Y \).

Using the cone-valued map \( D \) we can define two different relations by

\[
y \leq_1 \bar{y} \text{ if } \bar{y} \in \{y\} + D(\bar{y}) \quad (3)
\]

or

\[
y \leq_2 \bar{y} \text{ if } \bar{y} \in \{y\} + D(y). \quad (4)
\]

We speak here of a variable ordering (structure), also variable order relation in [13], given by the ordering map \( D \), despite these binary relations given above are in general not transitive or even compatible with positive scalar multiplication, to express that the partial ordering given by a cone is replaced by \( D \). In [10] \( D \) is also called a variable domination structure and in [26] \( D \) is denoted as structure of domination. Vector optimization problems with \( D(y) \equiv K \) a closed cone which is not necessarily convex are also discussed in [18, 14, 28].

These two relations lead to the following two minimality notions for an ordering map \( D \). The first, based on (4), is due to Yu [27, 28], see also [19, 13]:
Definition 2.2. Let the Assumption 2.1 be satisfied. An element \( \bar{y} \in A \) is called a nondominated element of the set \( A \) w.r.t. the ordering map \( D \), if there is no \( y \in A \) such that
\[
\bar{y} \in \{y\} + D(y) \setminus \{0_Y\}. 
\] (5)

This notion is also used in [21, 26]. Note, that this definition by Yu is incorrectly cited in [5, p.98],[6, Definition 1.11]. There, (5) is replaced by
\[
A \cap (\{\bar{y}\} - D(\bar{y})) = \{\bar{y}\} \text{ for all } y \in A.
\]

In the definition of nondominated elements the cone \( D(y) = \{d \in Y \mid y + d \text{ is dominated by } y\} \cup \{0_Y\} \), also called domination cone, is the set of dominated directions or domination factors for each element \( y \in Y \), see also [2, 26, 28]. An equivalent formulation of Definition 2.2 is that an element \( \bar{y} \in A \) is a nondominated element of the set \( A \) w.r.t. the ordering map \( D \) if
\[
\bar{y} \notin \bigcup_{y \in A} \{y\} + (D(y) \setminus \{0_Y\}).
\]

For \( D(y) = \{d \in Y \mid y - d \text{ is preferred to } y\} \cup \{0_Y\} \) interpreted as the set of preferred directions we get the following minimality notion. This notion, based on (3), is called nondominated-like minimal solution of \( A \) by Chen in [4, 5, 6] or nondominated w.r.t. \( D \) by Engau in [10] and is also used in [13, 17].

Definition 2.3. Let the Assumption 2.1 be satisfied. An element \( \bar{y} \in A \) is called a minimal element of the set \( A \) w.r.t. the ordering map \( D \), if
\[
(\{\bar{y}\} - D(\bar{y})) \cap A = \{\bar{y}\}. 
\] (6)

Thus, if there is no \( y \) in \( A \), which is preferred to \( \bar{y} \), i.e. such that \( y \in \bar{y} - (D(\bar{y}) \setminus \{0_Y\}) \), then \( \bar{y} \) is called a minimal element of the set \( A \) w.r.t. the ordering map \( D \).

For \( D(y) \equiv K \) both Definitions 2.2 and 2.3 are equivalent, i.e. the minimal elements are exactly the nondominated elements. In that case we speak of minimal/nondominated elements of a set \( A \) w.r.t. the cone \( K \). In Section 5 about duality we get an important relation between minimal elements of a set and nondominated elements of another so called dual set. For that reason it is useful to study both optimality concepts despite we believe that the concept of minimal elements is more suitable for preference modeling in applications (see [10]). To illustrate that the concept of nondominated elements is a more restrictive concept compared to the concept of minimal elements, we give the following example.

Example 2.4. Let \( Y = \mathbb{R}^2 \), \( A := \{y \in \mathbb{R}^2 \mid \|y\|_2 \leq 1\} \), and let \( D: \mathbb{R}^2 \to 2^{\mathbb{R}^2} \) be defined by
\[
D(y) := \begin{cases} 
\mathbb{R}^2_+ & \text{for } y \in \mathbb{R}^2 \setminus \{(0, -1)\} \\
\{y \in \mathbb{R}^2 \mid y_2 \geq 0\} & \text{for } y = (0, -1) 
\end{cases}
\]

Only \((0, -1)\) is a nondominated element of \( A \) w.r.t. the ordering map \( D \) while all elements of the set
\[
\{y \in \mathbb{R}^2 \mid \|y\|_2 = 1, \ y_1 \leq 0, \ y_2 \leq 0\}
\]
are minimal elements w.r.t. \( D \).
For further examples comparing these two definitions see [5].

Like it is known from vector optimization without a variable ordering structure one can also define weakly nondominated or weakly minimal elements by replacing \( \mathcal{D}(y) \) and \( \mathcal{D}(\bar{y}) \) in (5) and (6) by the algebraic interior \( \text{cor}(\mathcal{D}(y)) \) and \( \text{cor}(\mathcal{D}(\bar{y})) \) respectively (assuming it is nonempty). Weakly elements are useful as they are completely characterized by linear scalarizations, but in applications one is in general not interested in only weakly optimal elements.

**Definition 2.5.** Let the Assumption 2.1 be satisfied. An element \( \bar{y} \in A \) is called a weakly nondominated element of the set \( A \) w.r.t. the ordering map \( \mathcal{D} \), if there is no \( y \in A \) such that

\[
\bar{y} \in \{y\} + \text{cor}(\mathcal{D}(y)). \tag{7}
\]

An element \( \bar{y} \in A \) is called a weakly minimal element of the set \( A \) w.r.t. the ordering map \( \mathcal{D} \), if

\[
(\{\bar{y}\} - \text{cor}(\mathcal{D}(\bar{y}))) \cap A = \emptyset. \tag{8}
\]

Thus any nondominated element of \( A \) is also a weakly nondominated element and any minimal element of \( A \) is also a weakly minimal element of \( A \) w.r.t. \( \mathcal{D} \).

There also exists the definition of strongly minimal elements.

**Definition 2.6.** Let the Assumption 2.1 be satisfied. An element \( \bar{y} \in A \) is called a strongly minimal element of the set \( A \) w.r.t. the ordering map \( \mathcal{D} \), if

\[
A \subset \{\bar{y}\} + \mathcal{D}(\bar{y}).
\]

Then one also says that \( A \) is minorized [6]. Note that strongly minimal elements do not need to be nondominated or minimal elements of \( A \) w.r.t. \( \mathcal{D} \).

**Example 2.7.** Consider \( Y \) and \( A \) as in Example 2.4 but replace the map \( \mathcal{D} \) by

\[
\mathcal{D}(y) := \begin{cases} \mathbb{R}^2_+ & \text{for } y \in \mathbb{R}^2 \setminus \{(0, 0), (0, -1)\}, \\ \{y \in \mathbb{R}^2 \mid y_2 \leq 0\} & \text{for } y = (0, 0), \\ \{y \in \mathbb{R}^2 \mid y_1 \geq 0 \lor y_2 \geq 0\} & \text{for } y = (0, -1). \end{cases}
\]

Then the point \((0, -1)\) is strongly minimal but not a minimal element of \( A \) w.r.t. \( \mathcal{D} \), and because of the point \((0, 0)\) it is also not a nondominated element of \( A \) w.r.t. \( \mathcal{D} \).

**Lemma 2.8.** Let the Assumption 2.1 be satisfied and let \( \bar{y} \in A \) be a strongly minimal element of \( A \) w.r.t. the ordering map \( \mathcal{D} \) with the cone \( \mathcal{D}(\bar{y}) \) pointed. Then \( \bar{y} \) is also a minimal element of \( A \) w.r.t. \( \mathcal{D} \).

**Proof.** Assume \( \bar{y} \in A \) is not a minimal element. Then there exists \( y \in A, y \neq \bar{y} \) with \( y \in \{\bar{y}\} - \mathcal{D}(\bar{y}) \). Because \( y \in A \) and \( A \subset \{\bar{y}\} + \mathcal{D}(\bar{y}) \) we also get \( y \in \{\bar{y}\} + \mathcal{D}(\bar{y}) \) and thus \( y - \bar{y} \in \mathcal{D}(\bar{y}) \cap (-\mathcal{D}(\bar{y})) \) in contradiction to \( \mathcal{D}(\bar{y}) \) pointed and \( y \neq \bar{y} \).

In Section 5 we also need the definition of (weakly) maximal and (weakly) max-nondominated elements w.r.t. the ordering map \( \mathcal{D} \) for associating a dual problem to the primal problem of finding minimal/nondominated elements of a set. We start with the notions related to nondominated elements.
Definition 2.9. Let the Assumption 2.1 be satisfied. An element \( \bar{y} \in A \) is called a max-nondominated element of the set \( A \) w.r.t. the ordering map \( \mathcal{D} \), if there is no \( y \in A \) such that
\[
\bar{y} \in \{ y \} - \mathcal{D}(y) \setminus \{ 0_y \}.
\] (9)
An element \( \bar{y} \in A \) is called a weakly max-nondominated element of the set \( A \) w.r.t. the ordering map \( \mathcal{D} \), if there is no \( y \in A \) such that
\[
\bar{y} \in \{ y \} - \text{cor}(\mathcal{D}(y)).
\] (10)

Analogously, related to the concept of minimal elements, we define:

Definition 2.10. Let the Assumption 2.1 be satisfied. An element \( \bar{y} \in A \) is called a maximal element of the set \( A \) (w.r.t. the ordering map \( \mathcal{D} \)), if
\[
(\{ \bar{y} \} + \mathcal{D}(\bar{y})) \cap A = \{ \bar{y} \}.
\] (11)
An element \( \bar{y} \in A \) is called a weakly maximal element of the set \( A \) (w.r.t. the ordering map \( \mathcal{D} \)), if
\[
(\{ \bar{y} \} + \text{cor}(\mathcal{D}(\bar{y}))) \cap A = \emptyset.
\] (12)

For \( \mathcal{D}(y) \equiv K \) a cone the conditions (7) and (8) as well as (9) and (11) and (10) and (12) are equivalent.

2.2 Variable ordering structure in image registration

As already described in the introduction the aim in (medical) image registration is to match two data sets \( A \) and \( B \), gained for instance by CT or MRT. Hence one searches for a transformation map \( T \) which has to be exact, robust and which should, for some applications, be found automatically without a human decision maker. The quality of the transformation, i.e. the similarity of the transformed data set to the target set, can be measured by several distance measures \( g_i : (T, A, B) \rightarrow \mathbb{R} \). Then one searches for the transformation with the smallest distance measure.

However there exists a plenitude of measures which evaluate distinct characteristics like the sum of square differences, mutual information or cross-correlation. Different measures can lead to different best transformations. Some measures fail on special data sets and can lead to mathematical correct but useless results. Thus it is important to combine several measures. Possible approaches are a weighted sum of different measures. But difficulties appear as badly scaled functions or non-convex functions.

The new approach discussed by Wacker in [20] proposes instead a multiobjective view of this problem by combining the several distance measures in an objective vector \( f := (g_1, \ldots, g_m)^\top \) and to solve for given sets \( A \) and \( B \) a vector optimization problem
\[
\min_T f(T, A, B).
\]

For defining minimality a variable ordering structure is introduced. Therefore a weighting vector \( w = w(y) \in \mathbb{R}_m^+ \) is generated to each point \( y \in \mathbb{R}^m \) in the image space.
This weight depends on gradient information, conformity and continuity aspects and reflects the preference of a totally rational decision maker who puts a higher weight on promising measures dependent on the value \( f(T, A, B) \) of the actual transformation. This can also be interpreted as some kind of voting between the several measures. Also a weight component equal to zero is allowed which corresponds to the negligence of one measure, which for instance seems to fail on the data set.

To such a weight at a point \( \bar{y} \) a cone of more or equally preferred directions is defined by

\[
D^w := D(w(\bar{y})) := \{ d \in \mathbb{R}^m | \sum_{i=1}^m \text{sgn}(d_i)w_i(\bar{y}) \geq 0 \}
\]

where

\[
\text{sgn}(d_i) := \begin{cases} 
1 & \text{if } d_i > 0, \\
0 & \text{if } d_i = 0, \\
-1 & \text{if } d_i < 0.
\end{cases}
\]

The first results presented in [20] are promising for this approach in the sense of a robust, fast and correct algorithm.

To illustrate the varying nature of such a variable ordering structure we determine \( D^w \subset \mathbb{R}^2 \) for all possible weights \( w \in \mathbb{R}^2_+ \setminus \{0_2\} \):

\[
D^w := \begin{cases} 
\{ d \in \mathbb{R}^2 | d_1 \geq 0, d_2 \in \mathbb{R} \} & \text{for } w_1 > 0, w_2 = 0, \\
\{ d \in \mathbb{R}^2 | d_1 \in \mathbb{R}, d_2 \geq 0 \} & \text{for } w_1 = 0, w_2 > 0, \\
\{ d \in \mathbb{R}^2 | (d_1 \geq 0 \land d_2 \geq 0) \lor (d_1 < 0 \land d_2 > 0) \} & \text{for } w_2 \geq w_1 > 0, \\
\{ d \in \mathbb{R}^2 | (d_1 \geq 0 \land d_2 \geq 0) \lor (d_1 > 0 \land d_2 < 0) \} & \text{for } w_1 \geq w_2 > 0.
\end{cases}
\]

Of course in higher dimensions (\( m \geq 3 \)) also the values of the components of \( w_i \) are important. Note that for nonnegative weights \( w \in \mathbb{R}_+^m \) the positive orthant \( \mathbb{R}_+^m \) is always included in \( D^w \). Besides \( D^w \) is generally a non-pointed cone. The cone \( D^w \) can also be nonconvex. For instance consider the cone \( D^w \subset \mathbb{R}^3 \) for \( w = (4, 3, 2) \) with \( d^1 = (1, -3, 1) \in D^w \) and \( d^2 = (-3, 1, 1) \in D^w \) but \( d^1 + d^2 = (-2, -2, 2) \notin D^w \).

### 2.3 Characterization of solutions

Under very weak assumptions we get that all weakly nondominated and also all weakly minimal elements lie on the algebraic boundary \( \partial A \) of the set \( A \)

**Lemma 2.11.** Let the Assumption 2.1 be satisfied.

(a) If \( \bigcap_{y \in A} \text{cor}(D(y)) \neq \emptyset \) and \( \bar{y} \in A \) is a weakly nondominated element of the set \( A \) w.r.t. the ordering map \( D \), then \( \bar{y} \in \partial A \).

(b) If \( \bar{y} \in A \) is a weakly minimal element of the set \( A \) w.r.t. the ordering map \( D \), then \( \bar{y} \in \partial A \).

**Proof.** (a) We assume that \( \bar{y} \in \text{cor}(A) \). Then for any \( d \in \bigcap_{y \in A} \text{cor}(D(y)) \) there exists some \( \lambda > 0 \) with \( \bar{y} - \lambda d \in A \). As \( -\lambda d \in -\bigcap_{y \in A} \text{cor}(D(y)) \subset -\text{cor}(D(\bar{y} - \lambda d)) \) we have

\[
\bar{y} - \lambda d \in A \cap (\{ \bar{y} \} - \text{cor}(D(\bar{y} - \lambda d)))
\]

or \( \bar{y} \in \{ \bar{y} - \lambda d \} + \text{cor}(D(\bar{y} - \lambda d)) \), being a contradiction to \( \bar{y} \) weakly nondominated.
(b) Choosing any \( d \in \text{cor}(D(\bar{y})) \) the proof is analogously.

The following example demonstrates that we need an assumption like

\[
\bigcap_{y \in A} \text{cor}(D(y)) \neq \emptyset
\]

for the statement in (a).

**Example 2.12.** For the set \( A = [1, 3] \times [1, 3] \subset \mathbb{R}^2 \) and the ordering map \( D : \mathbb{R}^2 \to 2^{\mathbb{R}^2} \),

\[
D(y) := \begin{cases} 
\mathbb{R}^2_+ & \text{for all } y \in \mathbb{R}^2, \ y_1 \geq 2, \\
\{ z \in \mathbb{R}^2 \mid z_1 \leq 0, \ z_2 \geq 0 \} & \text{else},
\end{cases}
\]

the point \( \bar{y} = (2, 2) \) is a weakly nondominated element of \( A \) w.r.t. \( D \) but \( \bar{y} \notin \partial A \).

In [5, Example 2.1] an example is given in which for \( \bigcap_{y \in A} \text{cor}(D(y)) = \emptyset \) no nondominated element and no minimal element of \( A \) w.r.t. \( D \) exists at all.

It is easy to see that \( A_1 \subset A_2 \) implies that an element \( \bar{y} \in A_1 \), which is a minimal (or nondominated) element of \( A_2 \), is also a minimal (respectively nondominated) element of \( A_1 \). In the following lemma we examine the dependence on the variable domination structure. For the case of \( D \) a constant cone-valued map the correspondent result is for instance given in [8, Lemma 1.7].

**Lemma 2.13.** Let \( A \) be a nonempty subset of a real linear spaces \( Y \). Let \( D_1, D_2 : Y \to 2^Y \) be cone-valued maps with \( D_1(y) \) and \( D_2(y) \) a nontrivial cone with nonempty algebraic interior for all \( y \in Y \).

(a) If \( D_1(y) \subset D_2(y) \) for all \( y \in A \), then each (weakly) nondominated element of the set \( A \) w.r.t. the ordering map \( D_2 \) is also a (weakly) nondominated element of the set \( A \) w.r.t. the ordering map \( D_1 \).

(b) If \( \bar{y} \) is a (weakly) minimal element of the set \( A \) w.r.t. the ordering map \( D_2 \) and \( D_1(\bar{y}) \subset D_2(\bar{y}) \), then \( \bar{y} \) is also a (weakly) minimal element of the set \( A \) w.r.t. the ordering map \( D_1 \).

**Proof.** The proofs follow directly from the Definitions 2.2 and 2.3.

**Corollary 2.14.** Let the Assumption 2.1 be satisfied.

(a) Let \( \bar{y} \in A \) be a (weakly) nondominated element of the set \( A \) w.r.t. the ordering map \( D \). Then for any cone \( K \) with \( K \subset D(y) \) for all \( y \in A \), \( \bar{y} \) is also a (weakly) minimal element of the set \( A \) w.r.t. the cone \( K \), i.e. (1) and (2) are satisfied.

(b) Let \( \bar{y} \in A \) be a (weakly) minimal element of the set \( A \) w.r.t. the ordering map \( D \). Then for any cone \( K \) with \( K \subset D(\bar{y}) \), \( \bar{y} \) is also a (weakly) minimal element of the set \( A \) w.r.t. the cone \( K \), i.e. (1) and (2) are satisfied.

The converse statement is given in the following corollary.
Corollary 2.15. Let the Assumption 2.1 be satisfied. Let \( \bar{y} \in A \) be a (weakly) minimal (and thus a nondominated) element of the set \( A \) w.r.t. the cone \( K \subset Y \), i.e. (1) and (2) are satisfied.

(a) If \( D(y) \subset K \) for all \( y \in A \), then \( \bar{y} \) is also a (weakly) nondominated element of the set \( A \) w.r.t. the ordering map \( D \).

(b) If \( D(\bar{y}) \subset K \), then \( \bar{y} \) is also a (weakly) minimal element of the set \( A \) w.r.t. the ordering map \( D \).

Thus, we have the following characterization, which can directly be proofed using the Definitions 2.3 and 2.5:

Lemma 2.16. Let the Assumption 2.1 be satisfied. Let \( K := D(\bar{y}) \). \( \bar{y} \in A \) is a (weakly) minimal element of \( A \) w.r.t. the ordering map \( D \) if and only if it is a (weakly) minimal element w.r.t. the cone \( K \), i.e. (1) and (2) are satisfied.

Lemma 2.17. Let \( A, B \) be nonempty subsets of a real linear space \( Y \). Let \( D : Y \to 2^Y \) be set-valued with \( D(y) \) a nontrivial cone for all \( y \in Y \) and let \( D \) satisfy

\[
D(y^A) + D(y^B) \subseteq D(y^A + y^B) \quad \forall \ y^A \in A, \ y^B \in B. \tag{13}
\]

(a) If \( \bar{y} = \bar{y}^A + \bar{y}^B \in A + B \) with \( \bar{y}^A \in A, \bar{y}^B \in B \) is a nondominated element of \( A + B \) w.r.t. the ordering map \( D \), then \( \bar{y}^A \) is a nondominated element of \( A \) w.r.t. the ordering map \( D \) and \( \bar{y}^B \) is a nondominated element of \( B \) w.r.t. the ordering map \( D \).

(b) If \( \bar{y} = \bar{y}^A + \bar{y}^B \in A + B \) with \( \bar{y}^A \in A, \bar{y}^B \in B \) is a minimal element of \( A + B \) w.r.t. the ordering map \( D \), then \( \bar{y}^A \) is a minimal element of \( A \) w.r.t. the ordering map \( D \) and \( \bar{y}^B \) is a minimal element of \( B \) w.r.t. the ordering map \( D \).

Proof. (a) We assume \( \bar{y}^A \) is not a nondominated element of \( A \) w.r.t. the ordering map \( D \). Then there exists \( y \in A \) with \( \bar{y}^A \in \{ y \} + (D(y) \setminus \{ 0_Y \}) \) and thus

\[
\bar{y} = \bar{y}^A + \bar{y}^B \in \{ y + \bar{y}^B \} + (D(y) \setminus \{ 0_Y \}).
\]

With \( 0_Y \in D(\bar{y}^B) \) and because \( D \) satisfies (13) we get

\[
D(y) \subset D(y) + D(\bar{y}^B) \subset D(y + \bar{y}^B).
\]

Thus

\[
\bar{y} \in \{ y + \bar{y}^B \} + (D(y + \bar{y}^B) \setminus \{ 0_Y \})
\]

in contradiction to \( \bar{y} \) a nondominated element of \( A + B \) w.r.t. the ordering map \( D \). The same for \( \bar{y}^B \).

(b) We assume \( \bar{y}^A \) is not a minimal element for \( A \) w.r.t. the ordering map \( D \). Then there exists \( y \in A \) with \( \bar{y}^A \in \{ y \} + (D(\bar{y}^A) \setminus \{ 0_Y \}) \) and thus

\[
\bar{y} = \bar{y}^A + \bar{y}^B \in \{ y + \bar{y}^B \} + (D(\bar{y}^A) \setminus \{ 0_Y \}).
\]
With the same arguments as before we conclude
\[ \bar{y} \in \{ y + \bar{y}^B \} + (\mathcal{D}(\bar{y}) \setminus \{0_Y\}) \]
in contradiction to \( \bar{y} \) a minimal element of \( A + B \) w.r.t. the ordering map \( \mathcal{D} \). The same for \( \bar{y}^B \).

For a variable ordering structure satisfying (13) see Example 2.23. If the set-valued map \( \mathcal{D} \) is subadditive w.r.t. the cone \( \{0_Y\} \) on \( Y \) (for a definition of subadditivity see [15, Definition 15.20]), then condition (13) is satisfied. The converse statement of Lemma 2.17 does even not hold in general in the case of a non-variable ordering structure, see [19, Remark 3.1.3].

**Lemma 2.18.** Let the Assumption 2.1 be satisfied and \( \alpha \in \mathbb{R}, \alpha > 0 \), be given. Let \( \mathcal{D}(y') = \mathcal{D}(\lambda y') \) for all \( \lambda > 0 \) and all \( y' \in Y \).

(a) Then \( y \) is a nondominated element of the set \( \alpha A \) w.r.t. the ordering map \( \mathcal{D} \) if and only if \( \frac{1}{\alpha} y \) is a nondominated element of \( A \) w.r.t. the ordering map \( \mathcal{D} \).

(b) Then \( y \) is a minimal element of the set \( \alpha A \) w.r.t. the ordering map \( \mathcal{D} \) if and only if \( \frac{1}{\alpha} y \) is a minimal element of \( A \) w.r.t. the ordering map \( \mathcal{D} \).

**Proof.** (a) \( y \) is a nondominated element of the set \( \alpha A \) w.r.t. the ordering map \( \mathcal{D} \) if and only if
\[
y \notin \{ y' \} + (\mathcal{D}(y') \setminus \{0_Y\}) \quad \forall y' \in \alpha A
\]
\[
\Leftrightarrow \quad \frac{1}{\alpha} y \notin \{ \frac{1}{\alpha} y' \} + (\mathcal{D}(y') \setminus \{0_Y\}) \quad \forall \frac{1}{\alpha} y' \in A,
\]
\[
\Leftrightarrow \quad \frac{1}{\alpha} y \notin \{ z \} + (\mathcal{D}(z) \setminus \{0_Y\}) \quad \forall z \in A
\]
because \( \mathcal{D}(y') \) is a cone and \( \mathcal{D}(y') = \mathcal{D}(\frac{1}{\alpha} y') \). Thus if and only if \( \frac{1}{\alpha} y \) is a nondominated element of \( A \) w.r.t. the ordering map \( \mathcal{D} \).

(b) \( y \) is a minimal element of the set \( \alpha A \) w.r.t. the ordering map \( \mathcal{D} \) if and only if
\[
(\{ y \} - \mathcal{D}(y)) \cap (\alpha A) = \{ y \} \quad \Leftrightarrow \quad (\{ \frac{1}{\alpha} y \} - \mathcal{D}(\frac{1}{\alpha} y)) \cap A = \{ \frac{1}{\alpha} y \}.
\]
Because \( \mathcal{D}(y) = \mathcal{D}(\frac{1}{\alpha} y) \) we obtain
\[
(\{ \frac{1}{\alpha} y \} - \mathcal{D}(\frac{1}{\alpha} y)) \cap A = \{ \frac{1}{\alpha} y \}.
\]
Thus \( \frac{1}{\alpha} y \) is a minimal element of \( A \) w.r.t. the ordering map \( \mathcal{D} \).

In the following we give an example for a domination structure \( \mathcal{D} \) satisfying \( \mathcal{D}(y) = \mathcal{D}(\lambda y) \) for all \( \lambda > 0 \).
Example 2.19. Consider the set-valued map $D: \mathbb{R}^2 \to 2^{\mathbb{R}^2}$ with

$$D(y) := \{(r \cos \varphi, r \sin \varphi) \in \mathbb{R}^2 \mid r \geq 0, \varphi \in [\varphi_y - \pi/4, \varphi_y + \pi/4] \cap [0, \pi/2]\}$$

for $y \neq 0_2$ and $D(0_2) := \mathbb{R}^2_+$, with $\varphi_y \in [0, \pi/2]$ defined by

$$y = (r_y \cos(l\varphi_y), r_y \sin(l\varphi_y)) \text{ for some } l \in \mathbb{N} \text{ and some } r_y \in \mathbb{R}, \ r_y > 0.$$ 

Then $D(y) = D(y/\|y\|_2)$ for all $y \in \mathbb{R}^2 \setminus \{0_2\}$ and the condition $D(y) = D(\lambda y)$ for all $\lambda > 0$ and all $y \in Y$ is satisfied.

For $D(y) \equiv K$ with $K$ a pointed convex cone, it is known, see for instance [15, Lemma 4.7], [27, Lemma 4.1], that an element is a minimal element of $A$ if and only if it is a minimal element of the set $A + K$. This can be generalized only under strong assumptions.

Lemma 2.20. Let the Assumption 2.1 be satisfied and define

$$M := \bigcup_{y \in A} \{y\} + D(y).$$

(a) (i) If $\bar{y} \in M$ is a nondominated element of $M$ w.r.t. $D$, then $\bar{y} \in A$ and $\bar{y}$ is also a nondominated element of $A$ w.r.t. $D$.

(ii) Assume that $D(y)$ is a pointed convex cone for all $y \in Y$. If $\bar{y} \in A$ is a nondominated element of $A$ w.r.t. $D$, and if $D(y + d) \subset D(y)$ for all $y \in A$ and for all $d \in D(y)$, then $\bar{y}$ is a nondominated element of $M$ w.r.t. $D$.

(b) (i) If $\bar{y} \in A$ is a minimal element of $M$ w.r.t. $D$, then it is also a minimal element of $A$ w.r.t. $D$.

(ii) If $\bar{y} \in A$ is a minimal element of the set $A$ w.r.t. $D$, if $D(\bar{y})$ is a pointed convex cone and if $D(a) \subset D(\bar{y})$ for all $a \in A$, then $\bar{y}$ is also a minimal element of the set $M$ w.r.t. $D$.

Proof. (a) (i) If $\bar{y} \in M \setminus A$ then $\bar{y} \in \{y\} + (D(y) \setminus \{0_Y\})$ for some $y \in A \subset M$ in contradiction to $\bar{y}$ a nondominated element of $M$ w.r.t. $D$. Thus $\bar{y} \in A$. Due to $A \subset M$, $\bar{y}$ is then also a nondominated element of $A$ w.r.t. $D$. Thus (i) is shown. Now we assume for (ii) that $\bar{y}$ is a nondominated element of $A$ w.r.t. $D$ but not of $M$, i.e. there exists $a \in A$ and $d_a \in D(a) \setminus \{0_Y\}$ with $\bar{y} \in \{a + d_a\} + (D(a + d_a) \setminus \{0_Y\})$. As $D(a)$ is a pointed convex cone this implies

$$\bar{y} \in \{a\} + (D(a) \setminus \{0_Y\}) + (D(a + d_a) \setminus \{0_Y\})$$

$$\subset \{a\} + (D(a) \setminus \{0_Y\}) + (D(a) \setminus \{0_Y\})$$

$$\subset \{a\} + (D(a) \setminus \{0_Y\}).$$

This is a contradiction to $\bar{y}$ a nondominated element of $A$.

(b) The first implication (i) follows again from $A \subset M$. Now we assume for (ii) that $\bar{y}$ is minimal for $A$ but not for $M$, i.e. there exists $a \in A$ and $d_a \in D(a) \setminus \{0_Y\}$
with \( a + d_a \in \{ \bar{y} \} - (\mathcal{D}(\bar{y}) \setminus \{0_y\}) \). Again, as \( \mathcal{D}(\bar{y}) \) is a pointed convex cone, this implies

\[
\begin{align*}
a \in \{ \bar{y} \} - (\mathcal{D}(a) \setminus \{0_y\}) & - (\mathcal{D}(\bar{y}) \setminus \{0_y\}) \\
\subset \{ \bar{y} \} - (\mathcal{D}(\bar{y}) \setminus \{0_y\}) & - (\mathcal{D}(\bar{y}) \setminus \{0_y\}) \\
\subset \{ \bar{y} \} - (\mathcal{D}(\bar{y}) \setminus \{0_y\}).
\end{align*}
\]

This is a contradiction to \( \bar{y} \) a minimal element of \( A \).

A variable domination structure satisfying the condition in Lemma 2.20(a)(ii) is given in the following example.

**Example 2.21.** Define the set-valued map \( \mathcal{D} : \mathbb{R}^2 \to 2^{\mathbb{R}^2} \) by

\[
\mathcal{D}(y_1, y_2) := \left\{ \begin{array}{ll}
\{(r \cos \varphi, r \sin \varphi) & | r \geq 0, \ \varphi \in [0, \pi/8]\} & \text{for all } y_1 \geq \pi/2, \\
\{(r \cos \varphi, r \sin \varphi) & | r \geq 0, \ \varphi \in [0, \frac{\pi}{8} + \frac{\pi}{8} - y_1]\} & \text{for all } y_1 \in (\pi/8, \pi/2), \\
\mathbb{R}^2 & \text{for all } y_1 \leq \pi/8.
\end{array} \right.
\]

Then \( \mathcal{D} \) depends only on \( y_1 \) and for \( y_1 \geq \bar{y}_1 \) we conclude \( \mathcal{D}(y) \subset \mathcal{D}(\bar{y}) \). As for any \( y \in \mathbb{R}^2 \) and any \( d \in \mathcal{D}(y) \) we have \( d_1 \geq 0 \) and thus \( y_1 + d_1 \geq y_1 \) we conclude

\[
\mathcal{D}(y + d) \subset \mathcal{D}(y) \text{ for any } y \in \mathbb{R}^2 \text{ and any } d \in \mathcal{D}(y).
\]

For \( \mathcal{D}(y) \) a convex cone for all \( y \in Y \) the condition (14) can also be written as \( \mathcal{D}(y + d) + \mathcal{D}(y) \subset \mathcal{D}(y) \) for all \( y \in Y \) and all \( d \in \mathcal{D}(y) \). This condition corresponds to the property of transitivity of a binary relation (see [7]): If \( y^1 \) is dominated by \( y^2 \) (in the sense of (4)), i.e. \( y^1 \in \{y^2\} + \mathcal{D}(y^2) \), and if \( y^2 \) is dominated by \( y^3 \), i.e. \( y^2 \in \{y^3\} + \mathcal{D}(y^3) \), then \( y^1 \in \{y^2\} + \mathcal{D}(y^3) \subset \{y^3\} + \mathcal{D}(y^3) \), i.e. \( y^1 \) is dominated by \( y^3 \).

Using the contraire assumption then in Lemma 2.20(a)(ii) we can extend the results of Lemma 2.20(b)(i):

**Lemma 2.22.** Let the Assumption 2.1 be satisfied and define \( M \) as in Lemma 2.20. If \( \bar{y} \in M \) is a minimal element of \( M \) w.r.t. the ordering map \( \mathcal{D} \) and if \( \mathcal{D}(y + d) \supset \mathcal{D}(y) \) for all \( y \in A \) and for all \( d \in \mathcal{D}(y) \), then \( \bar{y} \) is also a minimal element of \( A \) w.r.t. \( \mathcal{D} \).

**Proof.** With Lemma 2.20 it remains to show \( \bar{y} \in A \). For that assume \( \bar{y} \in M \setminus A \), i.e. \( \bar{y} = \bar{a} + \bar{d}_a \) for some \( \bar{a} \in A \) and some \( \bar{d}_a \in \mathcal{D}(\bar{a}) \setminus \{0_y\} \). Then for \( y := \bar{a} + \frac{1}{2}\bar{d}_a \in M \setminus \{\bar{y}\} \) we get

\[
y = \bar{y} - \frac{1}{2}\bar{d}_a \in \{\bar{y}\} - \frac{1}{2}(\mathcal{D}(\bar{a}) \setminus \{0_y\}) \subset \{\bar{y}\} - (\mathcal{D}(\bar{y}) \setminus \{0_y\}).
\]

This is a contradiction to the minimality of \( \bar{y} \) for the set \( M \) w.r.t. \( \mathcal{D} \).

The condition \( \mathcal{D}(y) \subset \mathcal{D}(y + d) \) for all \( y \in A \) and all \( d \in \mathcal{D}(y) \) of Lemma 2.22 is similar to the \( f \)-inclusive condition in [13]. We adapt the example presented there to give an example for a variable ordering structure satisfying this condition. Based on this variable domination structure we can also give an Example for (13).
Example 2.23. Define the set-valued map $\mathcal{D} : \mathbb{R}^2 \to 2^{\mathbb{R}^2}$ by

$$\mathcal{D}(y_1, y_2) := \begin{cases} \{(r \cos \varphi, r \sin \varphi) \mid r \geq 0, \, \varphi \in [0, \pi/8]\} & \text{for all } y_1 \leq \pi/8, \\
\{(r \cos \varphi, r \sin \varphi) \mid r \geq 0, \, \varphi \in [0, y_1]\} & \text{for all } y_1 \in (\pi/8, \pi/2), \\
\mathbb{R}^2_+ & \text{for all } y_1 \geq \pi/2. 
\end{cases}$$

Here, $\mathcal{D}$ depends only on $y_1$. Then it is easy to see that the cones $\mathcal{D}(y)$ are closed pointed and convex and satisfy $\mathcal{D}(y) \subset \mathcal{D}(y + d)$ for all $y \in \mathbb{R}^2$, $d \in \mathcal{D}(y)$.

Besides, for $A, B \subset \mathbb{R}^2_+$ we get for any $y^A \in A$, $y^B \in B$ that $y^A_1 + y^B_1 \geq y^A_1$ and also $y^A_1 + y^B_1 \geq y^B_1$. Because $\mathcal{D}(y') \supset \mathcal{D}(y)$ for any $y, y' \in \mathbb{R}^2_+$, $y' \geq y_1$, we conclude, using the convexity of $\mathcal{D}(y)$ for any $y \in \mathbb{R}^2$:

$$\mathcal{D}(y^A) + \mathcal{D}(y^B) \subset \mathcal{D}(y^A + y^B) + \mathcal{D}(y^A + y^B) = \mathcal{D}(y^A + y^B).$$

The following characterization of minimal elements uses linear scalarizations which will also be discussed in the following section.

Lemma 2.24. Additionally to the Assumption 2.1 let $Y$ be a real locally convex topological linear space.

(a) Let a convex closed cone $K \subset Y$ with $K \subset \mathcal{D}(y)$ for all $y \in A$ be given. If $\bar{y} \in A$ is a nondominated element of $A$ w.r.t. the ordering map $\mathcal{D}$ then for every $y \in A \setminus \{\bar{y}\}$ there is a continuous linear functional $l \in K^* \setminus \{0_Y^*\}$ with $l(\bar{y}) < l(y)$.

(b) Let a cone $K \subset Y$ with $K \supset \mathcal{D}(y)$ for all $y \in A$ be given and let $\bar{y} \in A$. If for every $y \in A \setminus \{\bar{y}\}$ there is a continuous linear functional $l \in K^* \setminus \{0_Y^*\}$ with $l(\bar{y}) < l(y)$, \hspace{1cm} (15)

then $\bar{y}$ is a nondominated element of the set $A$ w.r.t. the ordering map $\mathcal{D}$.

(c) Let the cone $\mathcal{D}(\bar{y})$ be convex and closed for some $\bar{y} \in A$. Then $\bar{y}$ is a minimal element of the set $A$ w.r.t. the ordering map $\mathcal{D}$ if and only if for every $y \in A \setminus \{\bar{y}\}$ there is a continuous linear functional $l \in \mathcal{D}(\bar{y})^* \setminus \{0_Y^*\}$ with $l(\bar{y}) < l(y)$.

Here, $\mathcal{D}(\bar{y})^* := \{l \in Y^* \mid l(y) \geq 0 \, \forall y \in \mathcal{D}(\bar{y})\}$ denotes the topological dual cone of the cone $\mathcal{D}(\bar{y})$.

Proof. \hspace{1cm} (a) Because $\bar{y}$ is a nondominated element of $A$ w.r.t. $\mathcal{D}$, $\bar{y}$ is according to Corollary 2.14, (a) also a nondominated element of $A$ w.r.t. the cone $K$, i.e.

$$y \notin \{\bar{y}\} - K \quad \text{for all } \quad y \in A \setminus \{\bar{y}\}. \hspace{1cm} (16)$$

Since $K$ is closed and convex, the set $\{\bar{y}\} - K$ is closed and convex, and using a separation theorem ([15, Theorem 3.18]) (16) is equivalent to: for every $y \in A \setminus \{\bar{y}\}$ there is some $l \in Y^* \setminus \{0_Y^*\}$ and some $\alpha \in \mathbb{R}$ with

$$l(y) > \alpha \geq l(\bar{y} - k) \quad \text{for all } \quad k \in K.$$

Because $l(k) < 0$ for some $k \in K$ leads to a contradiction, as $K$ is a cone, we conclude $l \in K^* \setminus \{0_Y^*\}$.
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(b) The condition (15) is equivalent to \( l(\bar{y} - y) < 0 \) and because of \( l \in K^* \) to \( \bar{y} \notin \{y\} + (K \setminus \{0\}). \) Thus for all \( y \in A \setminus \{\bar{y}\} \) we have \( \bar{y} \notin \{y\} + (K \setminus \{0\}) \) and hence

\[ \bar{y} \notin \{y\} + (\mathcal{D}(y) \setminus \{0\}). \]

(c) Using Lemma 2.16 this result can be proofed like a similar result for a non-variable ordering structure given in [15, Theorem 5.5] using Eidelheit’s separation theorem.

For the assumption in (b) we need \( \mathcal{D}(A) \subset K \) with \( \mathcal{D}(A) \) denoting the image set of \( \mathcal{D}: \)

\[ \mathcal{D}(A) := \bigcup_{y \in A} \mathcal{D}(y). \]  

Note that the set \( K^* \setminus \{0\} \) might be empty.

A similar statement as in the previous lemma can be given for strongly minimal elements. Note that no convexity of the set \( A \) is assumed.

**Lemma 2.25.** Let \( A \) be a nonempty subset of a real locally convex topological linear space. Let \( \mathcal{D}: Y \to 2^Y \) be a set-valued map with \( \mathcal{D}(y) \) a nontrivial closed convex cone for all \( y \in Y \). An element \( \bar{y} \in A \) is a strongly minimal element of the set \( A \) if and only if for every \( l \in \mathcal{D}(\bar{y})^* \)

\[ l(\bar{y}) \leq l(y) \]  

for all \( y \in A \), i.e. \( \bar{y} \) is a minimal solution of the scalarized problem

\[ \min_{y \in A} l(y). \]

**Proof.** Since \( \mathcal{D}(\bar{y}) \) is closed and convex we have according to [15, Lemma 3.21,(a)]

\[ \mathcal{D}(\bar{y}) = \{y \in Y \mid l(y) \geq 0 \text{ for all } l \in \mathcal{D}(\bar{y})^*\}. \]

\( \bar{y} \in A \) is a strongly minimal element of \( A \) if and only if \( A - \{\bar{y}\} \subset \mathcal{D}(\bar{y}) \), i.e. if and only if

\[ A - \{\bar{y}\} \subset \{y \in Y \mid l(y) \geq 0 \text{ for all } l \in \mathcal{D}(\bar{y})^*\}, \]

or if and only if for all \( y \in A \)

\[ l(y - \bar{y}) \geq 0 \text{ for all } l \in D(\bar{y})^*. \]

3 Linear scalarization and existence results

In this section we continue the consideration of the scalarization

\[ \min_{y \in A} l(y) \]

for linear functionals \( l \in Y' \) to present necessary as well as sufficient conditions for minimal and nondominated elements and to conclude existence results.

We start with a necessary condition for a minimal element:
Lemma 3.1. Let the Assumption 2.1 be satisfied and additionally let \( A \) be convex. Then for any weakly minimal element \( \bar{y} \in A \) of the set \( A \) w.r.t. the ordering map \( D \), with \( D(\bar{y}) \) convex, there exists a linear functional \( l \in D(\bar{y})' \setminus \{0_{Y'}\} \) with

\[
l(\bar{y}) \leq l(y) \text{ for all } y \in A.
\]

Here, \( D(\bar{y})' \) denotes the dual cone of \( D(\bar{y}) \) in the algebraic dual space.

Proof. Since \( \bar{y} \) is a weakly minimal element of \( A \) the intersection of the sets \( \{\bar{y}\} \setminus \text{cor}(D(\bar{y})) \) and \( A \) is empty. The set \( \text{cor}(D(\bar{y})) \) is convex as \( D(\bar{y}) \) is convex, see [15, Lemma 1.9]. Applying a separation theorem ([15, Theorem 3.14]) there exists a linear function \( l \in Y' \setminus \{0_{Y'}\} \) and a real number \( \alpha \) with

\[
l(\bar{y} - d) \leq \alpha \leq l(y) \text{ for all } d \in D(\bar{y}) \text{ and for all } y \in A.
\]

As \( D(\bar{y}) \) is a cone, we conclude \( l(d) \geq 0 \) for all \( d \in D(\bar{y}) \) and thus \( l \in D(\bar{y})' \setminus \{0_{Y'}\} \), and due to \( 0_{Y} \in D(\bar{y}) \) we obtain \( l(\bar{y}) \leq l(y) \) for all \( y \in A \).

As all minimal elements are also weakly minimal elements, this result holds also for minimal elements.

We proceed with two sufficient conditions for minimal elements. We need the image set of \( D \),

\[
\bar{D} := D(A) = \bigcup_{y \in A} D(y),
\]

see also (17), and the algebraic dual of this cone \( \bar{D}' := \{l \in Y' \mid l(y) \geq 0 \ \forall y \in \bar{D}\} = \bigcap_{y \in A} D(y)' \). Note that \( \bar{D} \) is not necessarily a convex cone and that in many cases \( \bar{D}' = \{0_{Y'}\} \).

For \( l \in \bar{D}' \), \( l \) is a monotonically increasing function, i.e., \( \bar{y} - y \in \bar{D} \) implies \( l(\bar{y}) \geq l(y) \) for all \( y, \bar{y} \in Y \). For \( l \in \bar{D}' \setminus \{0_{Y'}\} \) and \( \bar{D} \) a convex cone with \( \text{cor}(\bar{D}) \neq \emptyset \), \( l \) is a strictly monotonically increasing function, i.e., \( \bar{y} - y \in \text{cor}(\bar{D}) \) implies \( l(\bar{y}) > l(y) \) for all \( y, \bar{y} \in Y \), see Lemma 3.21(b) in [15]. Let \( \bar{D}'_{\#} := \{l \in Y' \mid l(y) > 0 \ \forall y \in \bar{D} \setminus \{0_{Y}\}\} \) denote the quasi-interior of the dual cone. Then any \( l \in \bar{D}'_{\#} \) is a strictly monotonically increasing function, i.e. \( \bar{y} - y \in \bar{D} \setminus \{0_{Y}\} \) implies \( l(\bar{y}) > l(y) \) for all \( y, \bar{y} \in Y \) (see also [15, Example 5.2]). For the definition of monotonically increasing, strictly monotonically and strongly monotonically increasing functions see for instance [15, Def. 5.1], and for scalarization results w.r.t. non-variable dominance sets \( D \) and monotone functions see [22].

Lemma 3.2. Let the Assumption 2.1 be satisfied.

(a) If for some \( l \in \bar{D}' \) and some \( \bar{y} \in A \) we have

\[
l(\bar{y}) < l(y) \text{ for all } y \in A \setminus \{\bar{y}\},
\]

then \( \bar{y} \) is a minimal element of \( A \) w.r.t. the ordering map \( D \).

(b) Let \( \bar{D} \) be convex. If for some \( l \in \bar{D}' \setminus \{0_{Y'}\} \) and some \( \bar{y} \in A \) we have

\[
l(\bar{y}) \leq l(y) \text{ for all } y \in A,
\]

then \( \bar{y} \) is a weakly minimal element of \( A \) w.r.t. the ordering map \( D \).
Proof. (a) Let \( l \in \overline{D'} \) be arbitrarily chosen. Then \( l \) is a monotonically increasing function, and thus \( \tilde{y} - y \in D(\tilde{y}) \subset \bar{D} \) implies \( l(\tilde{y}) \geq l(y) \) for all \( \tilde{y}, y \in A \). Assume that \( \tilde{y} \) is not a minimal element. Then there exists some \( y \in A \) with \( \tilde{y} - y \in D(\tilde{y}) \setminus \{0\} \) and thus \( l(\tilde{y}) \geq l(y) \), which is a contradiction.

(b) Let \( l \in \overline{D'} \setminus \{0_Y\} \) be arbitrarily chosen. Then \( l \) is a strictly monotonically increasing function, and thus \( \tilde{y} - y \in \text{cor}(D(\tilde{y})) \) implies \( l(\tilde{y}) > l(y) \) for all \( \tilde{y}, y \in A \). Now assume that \( \tilde{y} \) is not a weakly minimal element. Then there exists some \( y \in A \) with \( \tilde{y} - y \in \text{cor}(D(\tilde{y})) \) and thus \( l(\tilde{y}) > l(y) \), which is a contradiction.

\[ \square \]

Remark 3.3. Note that for the statement in Lemma 3.2, (a) it suffices that \( l \in D(\tilde{y})' \) and for the statement in (b) it suffices that \( D(\tilde{y}) \) is convex and \( l \in D(\tilde{y})' \setminus \{0_Y\} \).

Lemma 3.4. Let the Assumption 2.1 be satisfied. If for some \( l \in \overline{D_Y} \) and some \( \tilde{y} \in A \) we have
\[ l(\tilde{y}) \leq l(y) \text{ for all } y \in A, \]
then \( \tilde{y} \) is a minimal element of \( A \) w.r.t. the ordering map \( D \).

Proof. Any \( l \in \overline{D_Y} \) is a strongly monotonically increasing function, and thus \( \tilde{y} - y \in D(\tilde{y}), y \neq \tilde{y}, \) implies \( l(\tilde{y}) > l(y) \) for all \( \tilde{y}, y \in A \). Now assume that \( \tilde{y} \) is not a minimal element. Then there exists some \( y \in A \) with \( \tilde{y} - y \in D(\tilde{y}) \setminus \{0\} \) and thus \( l(\tilde{y}) > l(y) \), which is a contradiction.

\[ \square \]

Note, that in Lemma 3.4 it suffices that \( l \in D(\tilde{y})_Y^\# \).

A necessary condition for \( \overline{D_Y}^\# \) to be nonempty, if \( \bar{D} \) is a convex cone, is the pointedness of \( \bar{D} \) ([15, Lemma 1.27]). According to the Krein-Rutmann-Theorem (see for instance [15, Theorem 3.38]), in a real separable normed space \( Y \) with \( \bar{D} \) closed convex and pointed, the quasi interior of the topological dual cone \( D_Y^\# := \{ l \in Y^* \mid l(y) > 0 \ \forall y \in \bar{D} \setminus \{0_Y\} \} \) is nonempty.

For \( \overline{D_Y}^\# \) nonempty we get the following existence result for minimal elements.

Theorem 3.5. Let the Assumption 2.1 be satisfied and let \( Y \) be a real topological linear space. Let \( \overline{D_Y}^\# \) be nonempty and let the set \( A \) be compact. Then there exists a minimal element of the set \( A \) w.r.t. the ordering map \( D \).

Proof. Let \( l \in \overline{D_Y}^\# \) be arbitrarily chosen. Then according to the Weierstraß theorem there exists a minimal solution of the optimization problem
\[ \min_{y \in A} l(y). \]

According to Lemma 3.4 this minimal solution is then a minimal element of the set \( A \) w.r.t. \( D \).

\[ \square \]

In the following we study linear scalarizations for nondominated elements w.r.t. the ordering map \( D \). We start with a necessary condition.
Lemma 3.6. Let the Assumption 2.1 be satisfied and additionally let $A$ be convex, let

$$\hat{D} := \bigcap_{y \in A} D(y)$$

be convex and let $\text{cor}(\hat{D})$ be nonempty. Then for any weakly nondominated element $\bar{y} \in A$ of $A$ w.r.t. the ordering map $D$ there exists a linear functional $l \in \hat{D}' \setminus \{0_Y\}$ with

$$l(\bar{y}) \leq l(y) \quad \text{for all} \quad y \in A.$$

Proof. Since $\bar{y} \in A$ is a weakly nondominated element of $A$ w.r.t. the ordering map $D$ we have

$$\bar{y} \notin \{y\} + \text{cor}(D(y)) \quad \text{for all} \quad y \in A$$

and thus $\bar{y} \notin \{y\} + \text{cor}(\hat{D})$ for all $y \in A$. Then $({\{\bar{y}\} - \text{cor}(\hat{D})}) \cap A = \emptyset$ and with a separation theorem (see Proof of Lemma 3.1) this results in

$$l(\bar{y}) \leq l(y) \quad \text{for all} \quad y \in A$$

for some $l \in \hat{D}' \setminus \{0_Y\}$. \hfill \Box

If the cone $\hat{D}$ is convex and if $\text{cor}(\hat{D}) \neq \emptyset$ then according to [15, Lemma 1.27] the dual cone $\hat{D}'$ is pointed.

Lemma 3.7. Let the Assumption 2.1 be satisfied and let $\hat{D}$ be defined as in (18).

(a) If for some $l \in \hat{D}'$ and some $\bar{y} \in A$ we have

$$l(\bar{y}) < l(y) \quad \text{for all} \quad y \in A \setminus \{\bar{y}\},$$

then $\bar{y}$ is a nondominated element of $A$ w.r.t. the ordering map $D$.

(b) Let $\hat{D}$ be convex. If for some $l \in \hat{D}' \setminus \{0_Y\}$ and some $\bar{y} \in A$ we have

$$l(\bar{y}) \leq l(y) \quad \text{for all} \quad y \in A,$$

then $\bar{y}$ is a weakly nondominated element of $A$ w.r.t. the ordering map $D$.

(c) If for some $l \in \hat{D}'$$\#$, and some $\bar{y} \in A$ we have

$$l(\bar{y}) \leq l(y) \quad \text{for all} \quad y \in A,$$

then $\bar{y}$ is a nondominated element of $A$ w.r.t. the ordering map $D$.

Proof. (a) Let $l \in \hat{D}'$ be arbitrarily chosen. Then $l$ is a monotonically increasing function on $A$, i.e. $\bar{y} - y \in \hat{D}$ implies $l(\bar{y}) \geq l(y)$ for all $\bar{y}, y \in A$. Assume that $\bar{y}$ is not a nondominated element. Then there exists some $y \in A$ with $\bar{y} - y \in D(y) \subset \hat{D}$ and thus $l(\bar{y}) \geq l(y)$, which is a contradiction.

(b) and (c) are proofed analogously. \hfill \Box

We can also conclude an existence result for nondominated elements of a set.
Theorem 3.8. Let the Assumption 2.1 be satisfied and let \( Y \) be a real topological linear space. Let \( \tilde{D}^\#_Y \) be nonempty and let the set \( A \) be compact. Then there exists a nondominated element of the set \( A \) w.r.t. the ordering map \( D \).

Proof. Let \( l \in \tilde{D}^\#_Y \) be arbitrarily chosen. Then according to the Weierstraß theorem there exists a minimal solution of the optimization problem

\[
\min_{y \in A} l(y).
\]

According to Lemma 3.7,\((c)\) the minimal solution is then a nondominated element of the set \( A \).

Comparing Lemma 3.2 and Lemma 3.4 with Lemma 3.7 it turns out that the same sufficient conditions guarantee (weakly) minimal and nondominated elements w.r.t. \( D \) at the same time. These sufficient conditions are very strong, as they demand \( \tilde{D}' \neq \{0_Y\} \). Note, that for the sufficient conditions for (weakly) minimal elements (Lemma 3.2 and Lemma 3.4) the assumptions can be weakened to the consideration of \( D(\tilde{y})' \) instead of \( \tilde{D}' \), see Remark 3.3.

4 Optimality conditions

In this section we consider vector optimization problems with the image space equipped with a variable ordering structure introduced by \( D \). We have the following assumptions.

Assumption 4.1. Let \((X,\| \cdot \|_X)\) be a real Banach space and \((Y,\| \cdot \|_Y)\) a normed space. Let \( Y \) be equipped with a variable ordering structure defined by a cone-valued map \( D: Y \to 2^Y \) with \( D(y) \) a convex cone with nonempty topological interior \( \text{int}(D(y)) \) for all \( y \in Y \). Let \( f: X \to Y \) be a given map and \( S \subset X \) a nonempty set.

Under this assumption we consider the vector optimization problem

\[
\min_{x \in S} f(x). \tag{19}
\]

Then an element \( \hat{x} \in S \) is called a minimal or a nondominated solution of the problem (19), if \( f(\hat{x}) \) is a minimal or a nondominated element of the image set \( f(S) \) respectively. The same for the notions of weakly minimal/nondominated solutions and (weakly) maximal/max-nondominated solutions.

In [13] minimality of (19) is defined based on a family of closed, pointed convex cones \( \{P(x) \mid x \in X\} \) in \( Y \). Then \( \hat{x} \in S \) is called a minimal solution of (19) if there is no \( x \in S \) such that \( f(\hat{x}) \in f(x) + P(\hat{x}) \setminus \{0_Y\} \). This fits in the theory presented here by setting \( P(x) := D(f(x)) \) for all \( x \in X \). For the case of \( f \) a bijective map we can also define \( D(y) := P(f^{-1}(y)) \) for all \( y \in Y \), see also [19, Remark 2.3.3].

In addition to the necessary and sufficient conditions in the preceding section using linear scalarizations we present a generalized Lagrange multiplier rule for the optimization problem (19) in this section. We restrict us thereby to the notion of (weakly) minimal solutions.
4.1 Necessary condition

Theorem 4.2. Let the Assumption 4.1 be satisfied. Let \((Z_2, \| \cdot \|_{Z_2})\) be a real Banach space and let \((Z_1, \| \cdot \|_{Z_1})\) be a partially ordered normed space with the ordering cone \(C_{Z_1}\) with nonempty topological interior. Let \(\hat{S}\) be a nonempty convex subset of \(X\) which has a nonempty interior. Let \(g: X \to Z_1\) and \(h: X \to Z_2\) be given maps defining the constraint set \[S := \{x \in \hat{S} \mid g(x) \in -C_{Z_1}, \ h(x) = 0_{Z_2}\}\] which is assumed to be nonempty. Let \(\bar{x}\) be a weakly minimal solution of the vector optimization problem (19) w.r.t. the ordering map \(D\). Let \(f\) and \(g\) be Fréchet differentiable at \(\bar{x}\) and let \(h\) be continuously Fréchet differentiable at \(\bar{x}\). Let \(h'(\bar{x})(X)\) be closed.

Then there are continuous linear functions \(t \in D(f(\bar{x}))^*, u \in C_{Z_1}^*, v \in Z_2^*\) with \((t, u, v) \neq 0_{Y^* \times Z_1^* \times Z_2^*}\) so that
\[(t \circ f'(\bar{x}) + u \circ g'(\bar{x}) + v \circ h'(\bar{x}))(x - \bar{x}) \geq 0\text{ for all } x \in \hat{S}\]
and
\[(u \circ g)(\bar{x}) = 0.\]

If additionally there is some \(\hat{x} \in \text{int}(\hat{S})\) with \(g(\hat{x}) + g'(\bar{x})(\hat{x} - \bar{x}) \in -\text{int}(C_{Z_1})\) and \(h'(\bar{x})(\hat{x} - \bar{x}) = 0_{Z_2}\) and if the map \(h'(\bar{x})\) is surjective, then \(t \neq 0_{Y^*}\).

Proof. Using Lemma 2.16 any weakly minimal solution of the problem (19) w.r.t. the ordering map \(D\) is also a weakly minimal solution of (19) w.r.t. the convex cone \(K := D(f(\bar{x}))\) with nonempty topological interior \(\text{int}(K)\). The standard necessary optimality condition for vector optimization problems with a non-variable ordering structure (see [15, Theorem 7.4]) delivers then the given multiplier rule.

As all minimal elements are also weakly minimal elements, this is also a necessary condition for minimal solutions of the problem (19).

4.2 Sufficient condition

For a sufficient condition we need convexity assumptions. Thereby some kind of quasi-convexity is sufficient. We first recall the definition of differentiably \(K\)-quasiconvex maps [15].

Definition 4.3. Let \(S\) be a nonempty subset of a real linear space \(X\) and let \(K\) be a nonempty subset of a real linear space \(Y\). Let \(\bar{x} \in S\) and let a map \(f: S \to Y\) have a directional variation at \(\bar{x}\) w.r.t. some superset of \(K\). Then \(f\) is called differentiably \(K\)-quasiconvex at \(\bar{x}\) if the following holds: whenever there is some \(x \in S \setminus \{\bar{x}\}\) with \(f(x) - f(\bar{x}) \in K\), then there exists some \(\lambda \bar{x} + (1 - \lambda)\tilde{x} \in S\) for all \(\lambda \in (0, 1]\) and \(f'(\tilde{x})(\tilde{x} - \bar{x}) \in K\).

Note, that a Fréchet differentiable map \(f: X \to Y\) (with \((X, \| \cdot \|_X)\) and \((Y, \| \cdot \|_Y)\) normed spaces) has a directional variation w.r.t. any open set in \(Y\).
Definition 4.4. Let $S$ be a nonempty convex subset of a real linear space $X$ and let $Y$ be a linear space with a convex cone $K \subset Y$. A map $f: S \to Y$ is called $K$-convex, if for all $x,y \in S$ and $\lambda \in [0,1]$

$$\lambda f(x) + (1-\lambda)f(y) - f(\lambda x + (1-\lambda)y) \in K.$$ 

$K$-convex maps can be characterized using the Fréchet derivative, see [15, Theorem 2.20]:

Lemma 4.5. Let $(X, \| \cdot \|_X)$ and $(Y, \| \cdot \|_Y)$ be real normed spaces, let $S$ be a nonempty open convex subset of $X$, let $K \subset Y$ be a closed convex cone and let $f: S \to Y$ be Fréchet differentiable at every $x \in S$. Then $f$ is $K$-convex if and only if

$$f(x) - f(\bar{x}) - f'(\bar{x})(x - \bar{x}) \in K \text{ for all } x, \bar{x} \in S.$$ 

We obtain the following sufficient optimality condition.

Theorem 4.6. Let the Assumption 4.1 be satisfied. Let $\hat{S}$ be a nonempty subset of $X$, let $(Z_1, \| \cdot \|_{Z_1})$ and $(Z_2, \| \cdot \|_{Z_2})$ be partially ordered real normed spaces with ordering cones $C_{Z_1}$ and $C_{Z_2}$ respectively with the convex cone $C_{Z_2}$ pointed. Let $g: \hat{S} \to Z_1$, $h: \hat{S} \to Z_2$ be given maps defining the constraint set

$$S := \{ x \in \hat{S} \mid g(x) = -C_{Z_1}, \ h(x) = 0_{Z_2}\}$$

which is assumed to be nonempty. Let $f, g$ and $h$ be Fréchet differentiable on $X$. Let $(g, h)$ be differentiably $C$-quasiconvex at some $\bar{x} \in S$ with

$$C := (-C_{Z_1} + \text{cone}(\{g(\bar{x})\}) - \text{cone}(\{g(\bar{x})\})) \times \{0_{Z_2}\}$$

and let $f$ be differentiably $-\text{cor}(D(f(\bar{x})))$-quasiconvex at $\bar{x}$. Here $\text{cone}(\{g(\bar{x})\})$ denotes the cone generated by the set $\{g(\bar{x})\}$.

Assume that for some $\bar{x} \in S$ there exists some

$$t \in D(f(\bar{x}))' \setminus \{0_Y\}, \ u \in C'_{Z_1} \text{ and } v \in Z'_2$$

with

$$(t \circ f'(\bar{x}) + u \circ g'(\bar{x}) + v \circ h'(\bar{x}))(x - \bar{x}) \geq 0 \text{ for all } x \in \hat{S}$$

and

$$(u \circ g)(\bar{x}) = 0.$$ 

Then $\bar{x}$ is a weakly minimal solution of (19) w.r.t. the ordering map $D$.

Proof. According to the assumptions the composite map $(f, g, h)$ is differentiably $\bar{C}$-quasiconvex in $\bar{x} \in S$ for $\bar{C} := (-\text{cor}(K)) \times C$ with the convex cone $K := D(f(\bar{x}))$. Then, according to [15, Corollary 7.21] $\bar{x}$ is a weakly minimal solution of the problem (19) w.r.t. the cone $K = D(f(\bar{x}))$. Because $D(f(\bar{x}))$ is a convex cone with nonempty topological interior $\text{int}(D(f(\bar{x})))$ we get $\text{cor}(K) = \text{int}(D(f(\bar{x}))) \neq \emptyset$ ([15, Lemma 1.32]). According to Corollary 2.15,(b) $\bar{x}$ is also a weakly minimal solution w.r.t. the ordering map $D$. \qed
The assumptions of Theorem 4.6 can be weakened by only assuming $X$, $Y$, $Z_1$ and $Z_2$ to be linear spaces and $f$, $g$ and $h$ having directional variations w.r.t. special sets instead of being Fréchet differentiable (see [15, Theorem 7.20]).

Note that for $C_{Z_1} = \mathbb{R}^k$ and in $\bar{x}$ partial differentiable functions $g: \mathbb{R}^n \to \mathbb{R}^k$ and $h: \mathbb{R}^n \to \mathbb{R}^p$ with $h_1, \ldots, h_p, -h_1, \ldots, h_p$, $g$, $\bar{x} \in I(\bar{x}) := \{i \in \{1, \ldots, k\} \mid g_i(\bar{x}) = 0\}$ quasiconvex, the composite function $(g, h)$ is partially $C$-quasiconvex. We also examine the property of $f$ being differentiably $-\text{cor}(\mathcal{D}(f(\bar{x})))$-quasiconvex in more detail.

Lemma 4.7. Let the Assumption 4.1 together with the assumptions of Lemma 4.5 be satisfied with $K := \mathcal{D}(f(\bar{x}))$ for some $\bar{x} \in S$. Let $f$ be $\mathcal{D}(f(\bar{x}))$-convex on $X$. Then $f$ is also differentiably $-\text{cor}(\mathcal{D}(f(\bar{x})))$-quasiconvex at $\bar{x}$.

Proof. According to Lemma 4.5 it holds for any $x \in S$

$$f'(\bar{x})(x - \bar{x}) \in f(x) - f(\bar{x}) - \mathcal{D}(f(\bar{x})).$$

Thus for any $x \in S \setminus \{\bar{x}\}$ with $f(x) - f(\bar{x}) \in -\text{cor}(\mathcal{D}(f(\bar{x})))$ we conclude with [15, Lemma 1.12,(b)]

$$f'(\bar{x})(x - \bar{x}) \in -\text{cor}(\mathcal{D}(f(\bar{x}))) - \mathcal{D}(f(\bar{x})) = -\text{cor}(\mathcal{D}(f(\bar{x})))$$

and hence $f$ is differentiably $-\text{cor}(\mathcal{D}(f(\bar{x})))$-quasiconvex. 

Remark 4.8. If $f$ is $K$-convex for

$$K \subset \bigcap_{x \in S} \mathcal{D}(f(x)),$$

then $f: S \to Y$ is $\mathcal{D}(f(x))$-convex for any $x \in S$.

In [10] Engau considers only variable preferences in $\mathbb{R}^m$ with $\mathbb{R}^m_+ \subset \mathcal{D}(y)$ for all $y \in \mathbb{R}^m$. Then $\mathbb{R}^m_+$-convexity of $f = (f_1, \ldots, f_m): \mathbb{R}^n \to \mathbb{R}^m$ implies that $f$ is $\mathcal{D}(f(x))$-convex for any $x \in S$. Thereby, it is equivalent to $f$ being $\mathbb{R}^m_+$-convex that

$$\lambda f_i(x) + (1 - \lambda) f_i(y) \geq f_i(\lambda x + (1 - \lambda) y) \text{ for all } x, y \in \mathbb{R}^n, \lambda \in [0, 1], i = 1, \ldots, m,$$

i.e., that the functions $f_i: \mathbb{R}^n \to \mathbb{R}$, $i = 1, \ldots, m$, are convex.

5 Duality

It is already known that, under appropriate assumptions, a maximization problem can be associated to a minimization problem also in vector optimization [15]. We start by considering duality concepts in a very general way for sets, and in the subsequent section we consider duality results for vector optimization problems.

5.1 General duality

Let again $\tilde{D} := \mathcal{D}(A)$ and define the set $P := A + \tilde{D}$. In the following we associate the dual set

$$T := Y \setminus \tilde{P} \text{ with } \tilde{P} := A + (\tilde{D} \setminus \{0_Y\}) \subset P$$
to the primal set $A$. In [12] the following basic condition for a dual set $H \subset Y$, called *weak duality*, is defined for an ordering cone $K \subset Y$:

$$A \cap (H - (K \setminus \{0_Y\})) = \emptyset.$$  

This condition, which is here equivalent to $(A + K \setminus \{0_Y\}) \cap H = \emptyset$, is called *dominance requirement*. For the case of a variable ordering structure this condition can be formulated as

$$A \cap \left(\{y\} - (D(y) \setminus \{0_Y\})\right) = \emptyset \quad \forall y \in H \quad \text{(20)}$$

or

$$\left(\{y\} + (D(y) \setminus \{0_Y\})\right) \cap H = \emptyset \quad \forall y \in A \quad \text{(21)}$$

For the dual set $T$ both weak duality conditions are satisfied.

**Lemma 5.1.** Let the Assumption 2.1 be satisfied. For the dual set $H := T$ the weak duality (20) and (21) are satisfied.

**Proof.** First we assume that there exists $\bar{y} \in A$ with $\bar{y} \in \{y\} - (D(y) \setminus \{0_Y\})$ for some $y \in T$. Then

$$y \in \{y\} + (D(y) \setminus \{0_Y\}) \subset A + (\bar{D} \setminus \{0_Y\}) = \bar{P}$$

in contradiction to $y \in T = Y \setminus \bar{P}$. Thus (20) is satisfied.

Now assume that there exists $\bar{y} \in A$ with $(\{\bar{y}\} + (D(\bar{y}) \setminus \{0_Y\})) \cap T \neq \emptyset$. But $(\{\bar{y}\} + (D(\bar{y}) \setminus \{0_Y\})) \subset A + \bar{D} \setminus \{0_Y\} = \bar{P}$ which is a contradiction. Thus also (21) is satisfied. \qed

In the following we discuss under which assumptions a minimal element of $A$ is also a maximal element of the dual set $T$ w.r.t. the ordering map $D$ and vice versa.

**Lemma 5.2.** Let the Assumption 2.1 be satisfied. If $\bar{y} \in A \cap T$, then $\bar{y}$ is a minimal element of $A$ w.r.t. the ordering map $D$ and $\bar{y}$ is a maximal element of $T$ w.r.t. the ordering map $D$.

**Proof.** As $\bar{y} \notin \bar{P}$ we conclude

$$\left(\{\bar{y}\} - (\bar{D} \setminus \{0_Y\})\right) \cap A = \emptyset$$

and thus $\bar{y}$ is a minimal element of $A$ w.r.t. the ordering map $D$. Since $\emptyset = T \cap \bar{P} = T \cap (A + \bar{D} \setminus \{0_Y\})$ we conclude $T \cap (\{\bar{y}\} + \bar{D} \setminus \{0_Y\}) = \emptyset$ and hence $T \cap (\{\bar{y}\} + D(\bar{y})) = \{\bar{y}\}$. Thus $\bar{y}$ is a maximal element of the set $T$ w.r.t. the ordering map $D$. \qed

**Lemma 5.3.** Under the assumptions of Lemma 5.2, if $\bar{y} \in A \cap T$, then $\bar{y}$ is also a nondominated element of $A$ w.r.t. $D$. If additionally $D(y) \subset \bar{D}$ for all $y \in Y$, then $\bar{y}$ is also a max-nondominated element of $T$ w.r.t. the ordering map $D$. 22
Proof. As $\bar{y} \in T$ we conclude $\bar{y} \notin \tilde{P}$, i.e. $\{\bar{y}\} \notin \{y\} + (D \setminus \{0\})$ for all $y \in A$, hence $\{\bar{y}\} \notin \{y\} + (D(\bar{y}) \setminus \{0\})$ for all $y \in A$ and thus $\bar{y}$ is a nondominated element of $A$ w.r.t. the ordering map $D$.

Now assume $\bar{y} \in A$ is not a max-nondominated element. Then there exists $y \in T = Y \setminus \tilde{P}$ with $\bar{y} \in \{y\} - (D(\bar{y}) \setminus \{0\})$. Because $D(\bar{y}) \subset \tilde{D}$ for all $y \in Y$ we get

$$y \in \{\bar{y}\} + (D(y) \setminus \{0\}) \subset A + (\tilde{D} \setminus \{0\}) = \tilde{P}$$

in contradiction to $y \in Y \setminus \tilde{P}$.

We get the following converse duality theorem:

**Theorem 5.4.** Let the Assumption 2.1 be satisfied. If $Y \setminus P$ is algebraically open then for every maximal element $\bar{y}$ of the set $T$ w.r.t. the ordering map $D$ it is $\bar{y} \in A \cap T$ and thus $\bar{y}$ is also a minimal element of the set $A$ w.r.t. the ordering map $D$.

**Proof.** Let $\bar{y}$ be an arbitrary maximal element of $T$ w.r.t. $D$, i.e.

$$(\{\bar{y}\} + D(\bar{y})) \cap T = \{\bar{y}\}.$$ 

We assume $\bar{y} \notin P$. As $Y \setminus P$ is algebraically open, there exists for every $d \in D(\bar{y}) \setminus \{0\}$ a scalar $\lambda > 0$ with $\bar{y} + \lambda d \in Y \setminus P \subset T$. As $\bar{y} + \lambda d \in \{\bar{y}\} + (D(\bar{y}) \setminus \{0\})$ this is a contradiction to the maximality of $\bar{y}$. Thus $\bar{y} \in P = A + \tilde{D}$ and due to $\bar{y} \notin P = A + (\tilde{D} \setminus \{0\})$ we conclude $\bar{y} \in A$. Together with Lemma 5.2 we get that $\bar{y}$ is also a minimal element of $A$. 

Note, that under the assumptions of Theorem 5.4 together with the assumptions of Lemma 5.3 $\bar{y}$ is also a nondominated element of $A$ w.r.t. $D$ and a max-nondominated element of $T$ w.r.t. the ordering map $D$.

As stated in [15, p. 191] the set $Y \setminus P$ is for instance algebraically open, if the set $P$ is convex and algebraically closed. But in general we need no convexity assumptions in Theorem 5.4.

However, a standard non-converse duality theorem can only be stated under very strong assumptions, as generally a minimal element of the set $A$ need not to be included in the set $T$ and hence cannot be a maximal element of the set $T$:

**Example 5.5.** We consider the set $A = [1, 3] \times [1, 3]$ and the ordering map

$$D(y) := \left\{ \begin{array}{ll}
\mathbb{R}^2 & \text{for all } y \in \mathbb{R}^2 \text{ with } y_1 > 1, \\
\{ z \in \mathbb{R}^2 \mid z_1 + z_2 \geq 0, \ z_1 - z_2 \geq 0 \} & \text{else.}
\end{array} \right.$$ 

The set of minimal elements of $A$ w.r.t. this ordering map is $\{y \in A \mid y_1 = 1\}$ while the dual set is given by

$$T = \{y \in \mathbb{R}^2 \mid y_1 < 1\} \cup \{y \in \mathbb{R}^2 \mid y_1 \geq 1, \ y_1 + y_2 < 2\} \cup \{(1, 1)\}.$$ 

The point $(1, 1)$ is maximal for $T$ and minimal for $A$ w.r.t. $D$, but all the other minimal elements of $A$ are not included in $T$.

**Theorem 5.6.** Let the Assumption 2.1 be satisfied and let $\bar{y} \in A$ be a minimal element of $A$ w.r.t. the ordering map $D$. Then $\bar{y}$ is also a maximal element of $T$ w.r.t. the ordering map $D$ if and only if it is also a minimal element of the set $A$ w.r.t. the cone $K = D$. 
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Proof. Let \( \bar{y} \in A \) be a minimal element of the set \( A \) w.r.t. the cone \( K = \bar{D} \). If \( \bar{y} \notin T \) then \( \bar{y} \in A + \bar{D} \setminus \{0_Y\} \), i.e. \((\bar{y} - \bar{D}) \cap A \neq \{\bar{y}\}\), which contradicts the minimality of \( A \) w.r.t. the cone \( K = \bar{D} \). Thus \( \bar{y} \in A \cap T \) and the assertion follows with Lemma 5.2.

Now assume \( \bar{y} \in A \) is a minimal element of \( A \) w.r.t. the ordering map \( D \) but not w.r.t. the cone \( K = \bar{D} \). Then there exists some \( y \in A \) with \( \bar{y} \in \{y\} + (\bar{D} \setminus \{0_Y\}) \) and thus \( \bar{y} \in \bar{P} \) and \( \bar{y} \notin T \). This is a contradiction to \( \bar{y} \) a maximal element of \( T \) w.r.t. \( \bar{D} \).

Remark 5.7. Note, that according to Corollary 2.15, if \( \bar{y} \) is a minimal element of \( A \) w.r.t. the cone \( K = \bar{D} \), then it is also a nondominated element of \( A \) w.r.t. the ordering map \( D \). Thus it is a necessary condition for a minimal element \( \bar{y} \) of \( A \) w.r.t. \( D \) to be a maximal element of \( T \) w.r.t. \( D \), that \( \bar{y} \) is also a nondominated element of \( A \) w.r.t. \( D \).

Hence, while considering the maximal elements of the dual set, only those minimal elements \( \bar{y} \) of the set \( A \) w.r.t. \( D \) can be found which are also \( D \) minimal.

However, we can associate another dual set to the primal set \( A \) such that we get duality results as well as converse duality results for the nondominated elements of the primal set and the maximal elements of the dual set. Therefore we define the set

\[
M := \bigcup_{y \in A} \{y\} + D(y)
\]

(see also Lemma 2.20) as well as

\[
\tilde{M} := \bigcup_{y \in A} \{y\} + (D(y) \setminus \{0_Y\}) \quad \text{and} \quad Q := Y \setminus \tilde{M}.
\]

We start with a result on weak duality.

**Lemma 5.8.** Let the Assumption 2.1 be satisfied. For the dual set \( H := Q \) the weak duality (21) is satisfied.

**Proof.** For \( \bar{y} \in A \) we conclude

\[
\bar{y} + (D(\bar{y}) \setminus \{0_Y\}) \subset \tilde{M}.
\]

As \( Q = Y \setminus \tilde{M} \) we get \((\{y\} + (D(y) \setminus \{0_Y\})) \cap Q = \emptyset\) for all \( y \in A \). \( \square \)

**Lemma 5.9.** Let the Assumption 2.1 be satisfied. If \( \bar{y} \in A \cap Q \), then \( \bar{y} \) is a nondominated element of \( A \) and \( \bar{y} \) is a maximal element of \( Q \) w.r.t. the ordering map \( D \).

**Proof.** As \( \bar{y} \in Q = Y \setminus \tilde{M} \) and hence \( \bar{y} \notin \tilde{M} \) we immediately see that \( \bar{y} \) is nondominated w.r.t. the ordering map \( D \) for the set \( A \). Since \( Q = Y \setminus \tilde{M} \) we have \( Q \cap \tilde{M} = \emptyset \) and hence \( Q \cap (\{\bar{y}\} + (D(\bar{y}) \setminus \{0_Y\})) = \emptyset \). Thus \( \bar{y} \) is a maximal element of the set \( Q \) w.r.t. the ordering map \( D \). \( \square \)

We can formulate the following duality theorem:
Theorem 5.10. Let the Assumption 2.1 be satisfied. If $\bar{y} \in A$ is a nondominated element of $A$ w.r.t. the ordering map $D$, then $\bar{y}$ is also a maximal element of $Q$ w.r.t. the ordering map $D$.

Proof. Let $\bar{y} \in A$ be a nondominated element of the set $A$ w.r.t. the ordering map $D$ and assume $\bar{y} \notin Q$. Then $\bar{y} \in \tilde{M}$ which is a contradiction to $\bar{y}$ nondominated. Thus $\bar{y} \in A \cap Q$ and the assertion follows with Lemma 5.9. \qed

Together with Lemma 2.20(a)(i) we conclude:

Corollary 5.11. Let the Assumption 2.1 be satisfied. If $\bar{y} \in M$ is a nondominated element of $M$ w.r.t. the ordering map $D$, then $\bar{y}$ is also a maximal element of $Q$ w.r.t. the ordering map $D$.

The next theorem is the associated converse duality theorem.

Theorem 5.12. Let the Assumption 2.1 be satisfied. If $Y \setminus M$ is algebraically open then every maximal element of the set $Q$ w.r.t. the ordering map $D$ is also a nondominated element of the set $A$ w.r.t. the ordering map $D$.

Proof. Let $\bar{y}$ be an arbitrary maximal element of $Q$ w.r.t. $D$. With the same arguments as in the proof of Theorem 5.4 we derive $\bar{y} \in M$. Due to $\bar{y} \notin \tilde{M}$ we get $\bar{y} \in A$. Together with Lemma 5.9 we conclude that $\bar{y}$ is a nondominated element of $A$. \qed

Example 5.13. We consider again the set $A$ and the ordering map $D$ of Example 5.5. The above sets are in this example then

$$\tilde{M} = \{ y \in \mathbb{R}^2 \mid y_1 > 1, \ y_2 \geq 2 - y_1 \}$$

and

$$M = \tilde{M} \cup \{ y \in \mathbb{R}^2 \mid y_1 = 1, \ y_2 \in [1,3] \}.$$ 

Thus

$$Q = \{ y \in \mathbb{R}^2 \mid y_1 \leq 1 \lor (y_1 > 1 \land y_1 + y_2 < 2) \}.$$ 

The set of nondominated elements of $A$ w.r.t. $D$ is $\{ y \in \mathbb{R}^2 \mid y_1 = 1, \ y_2 \in [1,3] \}$ and the set of maximal elements of $Q$ w.r.t. $D$ is $\{ y \in \mathbb{R}^2 \mid y_1 = 1, \ y_2 \geq 1 \}$. Thus $Q \cap A$ equals the set of nondominated elements of $A$ which is a strict subset of the set of maximal elements of $Q$. Thus not all maximal elements of $Q$ w.r.t. $D$ refer to a nondominated element of $A$ w.r.t. $D$. The set $Y \setminus M$ is not algebraically open.

5.2 Duality for vector optimization problems

In this section we consider vector optimization problems

$$\min_{x \in S} f(x)$$

under the following assumptions:
**Assumption 5.14.** Let $\hat{S} \neq \emptyset$ be a convex subset of a real linear space $X$. Let the real topological linear space $Y$ be equipped with a variable ordering structure defined by a cone-valued map $D: Y \rightarrow 2^Y$ with $D(y)$ a nontrivial convex cone with nonempty topological interior for all $y \in Y$. Let the real topological linear space $Z$ be ordered by a convex cone $C_Z$. Let $g: \hat{S} \rightarrow Z$ be a $C_Z$-convex map, let $f: \hat{S} \rightarrow Y$ be a map, and let the constraint set

$$S := \{x \in \hat{S} \mid g(x) \in -C_Z\}$$

be nonempty.

Under these assumptions the set $S$ is convex. We associate a dual problem and we present a weak and a strong duality result. For the case of a non-variable ordering structure these examinations can be found in [15, Chapter 8]. We set

$$D_1 := \{y \in Y \mid \exists t \in D(y)^* \setminus \{0_Y\} \text{ and } \exists u \in C_Z^* \text{ with } (t \circ f + u \circ g)(x) \geq t(y) \text{ for all } x \in \hat{S}\}.$$  \hspace{1cm} (22)

We consider weakly max-nondominated elements of the set $D_1$ w.r.t. $D$, i.e. elements $\bar{y} \in D_1$ such that there exists no $y \in D_1$ with

$$y \in \{\bar{y}\} + \text{int}(D(y)).$$

Note that for $D(y)$ convex and $\text{int}(D(y)) \neq \emptyset$ we have $\text{int}(D(y)) = \text{cor}(D(y))$.

First we present a weak duality theorem based on scalarization.

**Theorem 5.15.** Let the Assumption 5.14 be satisfied and consider the set $D_1$ in (22). Then for every $\bar{y} \in D_1$ there is some $t \in D(\bar{y})^* \setminus \{0_Y\}$ with

$$t(\bar{y}) \leq t(y) \text{ for all } y \in f(S).$$  \hspace{1cm} (23)

**Proof.** We choose $\bar{y} \in D_1$ arbitrarily. Then there exists $t \in D(\bar{y})^* \setminus \{0_Y\}$ and $u \in C_Z^*$ with

$$(t \circ f + u \circ g)(x) \geq t(\bar{y}) \text{ for all } x \in \hat{S}$$

which implies due to $g(x) \in -C_Z$ for all $x \in \hat{S}$

$$(t \circ f)(x) \geq t(\bar{y}) \text{ for all } x \in S.$$
Theorem 5.16. Let the Assumption 5.14 be satisfied and consider the set $\tilde{D}_1$ in (24). Then for every $\bar{y} \in \tilde{D}_1$ there is some $t \in \tilde{D}^* \setminus \{0_Y\}$ with
\[ t(\bar{y}) \leq t(y) \text{ for all } y \in f(S) + \tilde{D}. \]

Proof. Following the proof of Theorem 5.15 we conclude that there exists some $t \in \tilde{D}^* \setminus \{0_Y\}$ and some $u \in C_Z^*$ with
\[(t \circ f + u \circ g)(x) \geq t(\bar{y}) \text{ for all } x \in \hat{S}.\]

With $g(x) \in -C_Z$ for all $x \in S$ and with $t(d) \geq 0$ for all $d \in \tilde{D}$ we get
\[ t(d + f(x)) = t(d) + (t \circ f)(x) \geq t(\bar{y}) \text{ for all } x \in S, d \in \tilde{D}. \]

According to Lemma 3.2,(b), if $\bar{y} \in f(S)$ and if $\tilde{D}$ is convex, then $\bar{y}$ is a weakly minimal element of $f(S)$ w.r.t. the ordering map $D$.

Theorem 5.17. Let the Assumption 5.14 be satisfied. Let $\bar{y}$ be a weakly minimal element of $f(S)$, let $f$ be $D(\bar{y})$-convex and let $t \in D(\bar{y})^* \setminus \{0_Y\}$ with
\[ t(\bar{y}) \leq t(y) \text{ for all } y \in f(S) \]
be given. Additionally let the scalar optimization problem
\[
\inf_{x \in S} (t \circ f)(x)
\] (25)
be stable, i.e.
\[
\inf_{x \in S} (t \circ f)(x) = \sup_{u \in C_Z^*} \inf_{x \in S} (t \circ f + u \circ g)(x)
\]
and the problem on the right hand side has at least one solution. Then $\bar{y}$ is also a weakly max-nondominated element of $D_1$.

Proof. Because $\bar{y} \in f(S)$ and $t(\bar{y}) \leq t(y)$ for all $y \in f(S)$ we have for $f(\bar{x}) := \bar{y}$:
\[ t(f(\bar{x})) \leq t(f(x)) \text{ for all } x \in S. \]

As $f$ is $D(\bar{y})$-convex we have for arbitrary $x, y \in S$ and $\lambda \in [0, 1]$:
\[ \lambda f(x) + (1 - \lambda) f(y) \in \{f(\lambda x + (1 - \lambda)y)\} + D(\bar{y}). \]

This implies with $t \in D(\bar{y})^* \setminus \{0_Y\}$
\[(t \circ f)(\lambda x + (1 - \lambda)y) \leq \lambda(t \circ f)(x) + (1 - \lambda)(t \circ f)(y).\]

Thus the composite map $t \circ f$ is convex and $\bar{x}$ is a minimal solution of the convex optimization problem (25) which is assumed to be stable.

As (25) is stable there exists some $\bar{u} \in C_Z^*$ with
\[
\inf_{x \in S} (t \circ f)(x) = \inf_{x \in S} (t \circ f + \bar{u} \circ g)(x)
\]
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and thus

$$(t \circ f + \bar{u} \circ g)(\hat{x}) \geq \inf_{x \in \hat{S}} (t \circ f)(x) = (t \circ f)(\bar{x})$$

for all $\hat{x} \in \hat{S}$, i.e. $\bar{y} \in D_1$ and hence $\bar{y} \in f(S) \cap D_1$.

We now show that there is no $d \in D_1$ so that $\bar{y} \in \{d\} - \text{int}(D(d))$, i.e. that $\bar{y}$ is a weakly max-nondominated element of $D_1$ w.r.t. $D$. For that we first show that for any $a \in f(S)$ and any $d \in D_1$ we have $d - a \notin \text{int}(D(d))$. Otherwise, for $d - a \in \text{int}(D(d))$, we conclude $t(d - a) > 0$ for all $t \in D(d)^* \setminus \{0_y^*\}$ according to [15, Lemma 3.21(c)] and thus $t(d) > t(a)$ for all $t \in D(d)^* \setminus \{0_y^*\}$ in contradiction to Theorem 5.15. Thus, due to $\bar{y} \in f(S)$ we obtain $d - \bar{y} \notin \text{int}(D(d))$ for all $d \in D_1$ and hence there is no $d \in D_1$ so that $\bar{y} \in \{d\} - \text{int}(D(d))$.

Such a $t \in D(\bar{y})^* \setminus \{0_{y^*}\}$ with

$$t(\bar{y}) \leq t(y) \text{ for all } y \in f(S)$$

exists according to Lemma 3.1 for instance if $f(S)$ is convex.

6 Outlook

The applicability of variable ordering structures in practise and a more intensive study of the known applications is of special importance. Thereby also the study of domination sets instead of domination cones [2, 7, 24, 25] can be of interest. Subject to further research is also the examination of scalarizations (see for instance [6, 8, 9]) and the development of numerical methods for solving vector optimization problems with variable ordering structures.
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