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Abstract

Our main concern in this paper are concepts of nondominatedness w.r.t. a variable ordering structure introduced by P.L. Yu in 1974. Our studies are motivated by some recent applications e.g. in medical image registration. Restricting ourselves to the case when the values of a cone-valued map defining the ordering structure are Bishop-Phelps cones, we obtain for the first time scalarizing functionals for non-dominated elements, Fermat rule, Lagrange multiplier rule and duality results for a single- or set-valued vector optimization problem with a variable ordering structure.
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1 Introduction

In the pioneering book in 1896 Pareto presented the concept of optimal elements of a set in a vector space and it just began a new branch in optimization – vector optimization – which has been extensively studied in the last decades. Here one assumes in general that a vector space is partially ordered by a convex cone and an element is Pareto efficient if it is not dominated by any other reference element w.r.t. the ordering of the space.

But already in the first publications in the 1970s related to the definition of optimal elements in vector optimization [32, 3] also the idea of variable ordering structures was
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given in the sense that there is a set-valued map with cone values which associates to each
element an ordering, and a candidate element is called a nondominated element if it is
not dominated by other reference elements w.r.t. the corresponding ordering of these other
ones. Besides the notion of nondominated elements, it has also been considered another
notion of optimal elements in [5, 6, 7], namely a candidate element is called a minimal
element (also called nondominated-like) if it is not dominated by any other reference
element w.r.t. the ordering of the candidate element. Note that since the works [32, 3] not
much progress has been made in the study of vector optimization problems with variable
ordering structures (see [5, 6, 7, 8, 16, 22, 33]).

Only in the last years based on some interesting applications in image registration,
portfolio optimization and location theory [2] there is an increasing interest in such prob-
lems. In medical image registration for instance several distance measures are discussed
to evaluate the similarity of two images. In [29, 11] it is proposed to consider all these
measures at the same time as a vector-valued objective function instead of summing up
some of these measures or of picking one special measure. In the optimization process
however some of these measures turn out to be not appropriate for the actual problem
and are thus considered to be less important or are even neglected. This is updated in
each step which results in a variable ordering structure represented by cones of preferred
directions associated to each point in the image space. Also in [13, 31] the importance of
variable ordering structures for modeling preferences of decision makers are pointed out.
Recently, some first nonlinear scalarization results for minimal elements are presented in
[6, 7] and linear scalarizations and several characterizations of optimal elements as well
as optimality conditions and duality results are considered in [11]. Observe that minimal
elements w.r.t. a variable ordering structure can be transferred to Pareto efficient points
w.r.t. a non-variable ordering structure and in some cases can be handled with the use
of techniques of classical vector optimization. In opposition to minimal elements it is
more difficult to deal with nondominated elements; for instance, scalarization results in
[11] were obtained only for weakly nondominated elements (for the definition, see Section
2) under some convexity assumptions and, to our knowledge, no scalarizing functions for
nondominated elements are known.

Our main concern in this paper are nondominated elements and nondominated so-
lutions w.r.t. a variable ordering structure of single- or set-valued vector optimization
problems (VOP). Restricting ourselves to the case when the values of a cone-valued map
defining the ordering structure are Bishop-Phelps cones (BP cones for short), we obtain
for the first time scalarizing functionals for these nondominated elements. With these
functionals in hand we then convert the VOP into an optimization problem with a scalar
objective function, and obtain optimality conditions for the VOP in the forms of the
Fermat rule or Lagrange multiplier rule. Besides, we establish duality results for the
VOP. Note that it is very natural to restrict the examinations to BP cones because many
cones such as the Lorentz cone and its extensions using various $l_p$ norms in any finite
dimensional space and nonnegative orthants in the classical Banach spaces $L^1_{[0,1]}$, $l^1$ are
BP cones. Moreover, any nontrivial convex cone with a closed and bounded base in a real
normed space, for instance, any closed pointed convex cone in $\mathbb{R}^n$, is representable as a
BP cone [19, Remark 2.16], [27, 21]. Also in the recent work devoted to variable ordering
structures [13, Remark 8] the proposed variable cones for modeling preferences of decision
makers are in fact special BP cones.

We proceed as follows. Section 2 is devoted to auxiliary concepts as the notion of
BP cones and the concepts of subdifferential and coderivative. Various concepts of non-
donominatedness w.r.t. a variable ordering structure are recalled in Section 3 together with
scalar characterization of nondominated elements of a set by new scalarizing functionals
and properties of these functionals and a existence result. In Section 4 optimality condi-
tions for nondominated solutions of vector optimization problems, i.e. Fermat rule and
Lagrange multiplier rule, are given. Duality results are formulated in Section 5. Some
concluding remarks as well as a comment on scalarizing functionals for minimal elements
are presented in Section 6.

2 Auxiliary: Bishop Phelps cones and differentiability concepts

2.1 Bishop-Phelps cones

In 1962, Bishop and Phelps [4] introduced a class of ordering cones which have a rich
mathematical structure and are very useful in functional analysis and vector optimization.
This subsection is devoted to these cones.

In this subsection we consider a real normed space $Y$ with the dual $Y^*$. The notations
$\|\cdot\|$ and $\|\cdot\|_*$ denote the norms in $Y$ and $Y^*$, respectively. A Bishop-Phelps cone (BP cone
for short) is defined by an element $\phi$ from the dual space $Y^*$ as follows.

**Definition 2.1.** For an arbitrary continuous linear functional $\phi$ on the normed space $Y$
the cone

$$C(\phi) := \{ y \in Y \mid \|y\| \leq \phi(y) \}$$

is called Bishop-Phelps cone.

Note that the definition of BP cone introduced in [4] is slightly different from the
above one; namely, Bishop and Phelps required that $\|\phi\|_* = 1$ and $t\|y\| \leq \phi(y)$ for some scalar $t \in (0, 1)$. Nowadays, several authors do not use the constant $t$ and the assumption
$\|\phi\|_* = 1$ and Definition 2.1 follows this line. We present examples of BP cones in the
following.

**Example 2.2.** (i) Let $Y = \mathbb{R}^n$ and $C_p := \{ y \in \mathbb{R}^n \mid \| (y_1, \ldots, y_{n-1}) \|_p \leq y_n \}$ for an $l_p$ norm
$\|\cdot\|_p$ with $p \in [1, \infty]$. It has been established that $C_p$ is a BP cone [19]. Note that $C_2$ is
the Lorentz cone (also called second-order cone or ice cream cone) which is a well-known
concept in second-order cone programming.

(ii) The natural ordering cones in the classical Banach spaces $L^1_{[0,1]}$ and $l^1$ are BP
cones.
Figure 1: BP cone $C(\phi_1, \phi_2)$ of Example 2.2(iii) for $\phi_1 = 2$ and $\phi_2 = 3/2$, as well as the unit ball w.r.t. the $l_1$-norm and (in dashed line) the set \{(y_1, y_2) \in \mathbb{R}^2 \mid (\phi_1, \phi_2)^\top (y_1, y_2) = 1\}.

(iii) Let $Y = \mathbb{R}^2$ and assume that the space is equipped with the $l_1$-norm. Then for instance for $(\phi_1, \phi_2) = (1, 1)$ we have $C(\phi_1, \phi_2) = \mathbb{R}_+^2$. Assume $\phi_1, \phi_2 \geq 1$, then $C(\phi_1, \phi_2) \supset \mathbb{R}_+^2$, $(0, 1/\phi_2) \in C(\phi_1, \phi_2)$, $(1/\phi_1, 0) \in C(\phi_1, \phi_2)$ and

$$C(\phi_1, \phi_2) = \text{cone conv}\{y^A, y^B\}$$

with

$$y^A := \left(\frac{1-\phi_2}{\phi_1 + \phi_2}, \frac{1+\phi_1}{\phi_1 + \phi_2}\right)\top \quad \text{and} \quad y^B := \left(\frac{1+\phi_2}{\phi_1 + \phi_2}, \frac{1-\phi_1}{\phi_1 + \phi_2}\right)\top,$$

see Fig. 1.

Below we collect some properties of a BP cone from [19].

**Proposition 2.3.** Let $\phi \in Y^*$ be given.

(i) $C(\phi)$ is closed, pointed and convex.

(ii) If $\|\phi\|_* > 1$ then $C(\phi)$ is nontrivial; if $\|\phi\|_* < 1$ then $C(\phi) = \{0\}$.

(iii) If $\|\phi\|_* > 1$ then the interior of $C(\phi)$ is nonempty and is the set

$$\{y \in Y \mid \|y\| < \phi(y)\}.$$

(iv) $\phi \in C(\phi)^\# := \{y^* \in Y^* \mid y^*(y) > 0 \ \forall y \in C(\phi) \setminus \{0\}\}.$

(v) The set $\{y \in C(\phi) \mid \phi(y) = 1\}$ is a closed and bounded base for the cone $C(\phi)$.

In [27] Petschke considered cones which are representable as BP cone in the sense that they become BP cones when the spaces are equipped with some equivalent norms. It has been established that every nontrivial convex cone in $\mathbb{R}^n$ is representable as a BP cone if and only if it is closed and pointed and in general real normed spaces every nontrivial convex cone with a closed and bounded base is representable as a BP cone [27, 19].

4
2.2 Subdifferentials and coderivatives

In this subsection, we recall the concepts of subdifferential of a function and coderivative of a set-valued map that will be used to formulate optimality conditions. Throughout the section, \( X \) and \( Y \) are normed spaces. We will use the same notation \( \| \cdot \| \) for the norms in \( X \), \( Y \) and \( \| \cdot \|_* \) for the norms in \( X^* \), \( Y^* \). Assume that \( g : X \to \mathbb{R} \cup \{ \infty \} \) is a function and \( F : X \to 2^Y \) is a set-valued map (for the sake of convenience we assume that \( F(x) \) is nonempty for all \( x \in X \)). The domain, epigraph of \( g \) and the graph of \( F \) are the sets \( \text{dom} \, g = \{ x \in X \mid g \text{ is finite at } x \} \), \( \text{epig} = \{ (x, t) \in X \times \mathbb{R} \mid g(x) \leq t \} \) and \( \text{gr} \, F = \{ (x, y) \in X \times Y \mid y \in F(x) \} \), respectively. For a nonempty set \( A \subset X \), \( d(x, A) \) is the distance from \( x \) to \( A \) and \( \chi_A(x) \) is the indicator function associated to \( A \), i.e., \( \chi_A(x) = 0 \) if \( x \in A \) and \( \chi_A(x) = \infty \), otherwise.

To define the concept of subdifferential of \( g \), suppose first that \( g \) is locally Lipschitz near \( x \in \text{dom} \, g \). The Ioffe approximate subdifferential of \( g \) at \( x \) [17] is the set

\[
\partial_A g(x) = \bigcap_{L \subset X} \limsup_{(v,y) \to (0+,x)} \partial^- g_{y+L}(y),
\]

where \( \mathcal{F} \) is the collection of all finite dimensional subspaces of \( X \), \( g_{y+L}(u) = g(u) \) if \( u \in y + L \) and \( g_{y+L}(u) = +\infty \) otherwise, for \( \varepsilon \geq 0 \)

\[
\partial^- g_{y+L}(y) = \{ x^* \in X^* \mid x^*(v) \leq \varepsilon \|v\| + \liminf_{t \to 0^+} t^{-1}[g_{y+L}(y + tv) - g_{y+L}(y)], \forall v \in X \}.
\]

The Clarke generalized subdifferential of \( g \) at \( x \) [9] is the set

\[
\partial_C g(x) = \{ x^* \in X^* \mid x^*(v) \leq g^0(x; v), \forall v \in X \},
\]

where \( g^0(x; v) \) is the generalized directional derivative of \( g \) at \( x \) in the direction \( v \)

\[
g^0(x; v) = \limsup_{y \to x} \frac{g(y + tv) - g(y)}{t}.
\]

Let \( \Omega \) be a nonempty subset of \( X \) different from \( X \) and \( x \in \text{cl} \, \Omega \) (”cl” stands for ”close hull”). The Ioffe approximate normal cone to \( \Omega \) at \( x \in \Omega \) [17] is given by

\[
N_A(x; \Omega) = \bigcup_{\lambda > 0} \lambda \partial_A d(x; \Omega)
\]

and the Clarke normal cone to \( \Omega \) at \( x \in \Omega \) [9] is given by

\[
N_C(x; \Omega) = \text{cl} \left( \bigcup_{\lambda > 0} \lambda \partial_C d(x; \Omega) \right).
\]

The Mordukhovich normal cone to \( \Omega \) at \( x \) [23, 24, 25, 26] is defined by

\[
N_M(x; \Omega) = \limsup_{x' \to x, t \to 0^+} \hat{N}_t(x'; \Omega),
\]
where the limit in the right-hand side means the sequential Kuratowski-Painlevé upper limit with respect to the norm topology in $X$ and the weak-star $\omega^*$ topology in $X^*$, $x' \xrightarrow{\Omega} x$ refers to all sequences converging to $x$ which remain in $\Omega$ and $\hat{N}_{\varepsilon}(x'; \Omega)$ is the set of Fréchet $\varepsilon$-normals to $\Omega$ at $x'$ given by

$$
\hat{N}_{\varepsilon}(x'; \Omega) = \left\{ x^* \in X^* \left| \limsup_{x'' \xrightarrow{\Omega} x'} \frac{x^*(x'' - x')}{\|x'' - x'\|} \leq \varepsilon \right\}.
$$

Now assume that the function $g$ is lower semicontinuous and the set-valued map $F$ is closed (i.e., its graph is a closed set). The subdifferentials for $g$ and coderivatives for $F$ in the sense of Ioffe, Clarke or Mordukhovich are defined through the corresponding normal cone as follows [17, 9, 23, 24, 25, 26] (for the sake of convenience, we make the convention that the same notations $N, \partial g$ and $D^*F$ are used for the normal cone, subdifferentials and coderivatives in the above senses and that the spaces under consideration are Asplund, i.e., each of its separable subspace has a separable dual, whenever the subdifferential and the coderivative are understood in the sense of Mordukhovich)

$$
\partial g(x) = \{ x^* \in X^* \mid (x^*, -1) \in N((x, g(x)); \text{epi} g) \}
$$

and

$$
D^*F(x, y)(y^*) = \{ x^* \in X^* \mid (x^*, -y^*) \in N((x, y); \text{gr} F) \}.
$$

Next, we recall some properties of the above normal cones, subdifferentials and coderivatives that will be used in the sequel. Denote by $\mathcal{L}(X, Y)$ the space of continuous linear maps from $X$ to $Y$. Let be given a map $h : X \to Y$. Recall that $h$ is said to admit a strict derivative at $x$, an element of $\mathcal{L}(X, Y)$ denoted $h'(x)$, provided that for each $v$, the following holds:

$$
\lim_{x' \to x, \, t \downarrow 0} \frac{h(x' + tv) - h(x')}{t} = h'(x)(v),
$$

and provided the convergence is uniform for $v$ in compact sets (this condition automatically holds if $h$ is Lipschitz near $x$). We need the following characterization (see [9, Prop. 2.2.1]).

**Proposition 2.4.** Let $h$ map a neighborhood of $x$ to $Y$, and let $\zeta$ be an element of $\mathcal{L}(X, Y)$. The following are equivalent:

(i) $h$ is strictly differentiable at $x$ and $h'(x) = \zeta$.

(ii) $h$ is Lipschitz near $x$, and for each $v$ in $X$ one has

$$
\lim_{x' \to x, \, t \downarrow 0} \frac{h(x' + tv) - h(x')}{t} = \zeta(v).
$$

**Proposition 2.5.** [9, 17, 23, 24, 25, 26] Assume that $g : X \to \mathbb{R} \cup \{\infty\}$ is lower semicontinuous and $\Omega$ is a nonempty closed subset of $X$.

(i) If the function $g$ is strictly differentiable near $x$ then $\partial g(x) = \{g'(x)\}$.
(ii) If $g$ is convex and Lipschitz near $x$, the above subdifferentials reduce to the subdifferential of convex analysis, i.e.,

$$\partial g(x) = \{ x^* \in X^* \mid x^*(x') - x^*(x) \leq g(x') - g(x) \text{ for all } x' \in \text{dom} g \}.$$ 

(iii) If $g(x') \geq g(x)$ for all $x'$ in a neighborhood of $x \in \text{dom} g$, then $0 \in \partial g(x)$.

(iv) (sum rule) Assume that $h : X \to R \cup \{+\infty\}$ is Lipschitz near $x \in \text{dom} g \cap \text{dom} h$, then $\partial(g + h)(x) \subset \partial g(x) + \partial h(x)$ and the equality holds if at least one function is strictly differentiable near $x$.

(v) $\partial \chi_{\Omega}(x) = N(x; \Omega)$ and if $\Omega$ is convex then the above normal cones reduce to the normal cone of convex analysis, i.e. to the set

$$\{ x^* \in X^* \mid x^*(x') - x^*(x) \leq 0 \text{ for all } x' \in \Omega \}.$$ 

(vi) For the norm $\| \cdot \|$ in $X$ one has: $\partial \| \cdot \|(0) = B_{X^*}$, $\partial (-\| \cdot \|)(0) = S_{X^*}$ if the subdifferential is understood in the sense of Clarke and $\partial (-\| \cdot \|)(0) = S_{X^*}$ if the subdifferential is understood in the senses of Ioffe or Mordukhovich. Here $B_{X^*}$ and $S_{X^*}$ are the closed unit ball and the unit sphere in $X^*$, respectively.

**Proposition 2.6.** Assume that a map $g : X \to Y$ is strictly differentiable near $\bar{x}$ then $D^*g(\bar{x}, g(\bar{x})) = \{ [g'(\bar{x})]^* \}$. Here, $[g'(\bar{x})]^* : Y^* \to X^*$ is the adjoint map to $g'(\bar{x})$ defined by $[g'(\bar{x})]^*(y^*)(x) = y^*(g'(\bar{x})(x))$ for any $(x, y^*) \in X \times Y^*$.

### 3 Nondominated elements and their scalarizing functionals

#### 3.1 Definitions of nondominated elements

In this subsection we recall, for the reader’s convenience, some concepts of nondominated elements and minimal elements w.r.t. a variable ordering structure of a set.

Let $Y$ be a topological space. For a nonempty set $A \subset Y$, $\text{cl} A$, $\text{int} A$, $\text{cone} A$ and $\text{conv} A$ denote the close hull, the interior, the conic hull and the convex hull of $A$, respectively. Let $\mathcal{D} : Y \to 2^Y$ be a cone-valued map with $\mathcal{D}(y)$ a nontrivial cone for all $y \in Y$. Based on this map one can define two different relations: for $y, \bar{y} \in Y$

$$y \leq_1 \bar{y} \text{ if } \bar{y} \in \{y\} + \mathcal{D}(y) \quad (2)$$

and

$$y \leq_2 \bar{y} \text{ if } \bar{y} \in \{y\} + \mathcal{D}(\bar{y}). \quad (3)$$

The first relation leads to the concept of nondominated elements, which was defined by Yu [32, 33] and considered in [16, 28, 30, 31]. The second relation leads to various concepts of minimal elements, which were used in [13, 16, 22] and were called nondominated-like solution by Chen in [5, 6, 7].
Definition 3.1. Let $A$ be a nonempty subset of $Y$ and $\bar{a} \in A$. We say that

(i) $\bar{a}$ is a nondominated element of $A$ w.r.t. the ordering map $\mathcal{D}$ if there is no $a \in A \setminus \{\bar{a}\}$ such that $\bar{a} \in \{a\} + \mathcal{D}(a)$, i.e., $a \preceq_1 \bar{a}$.

(ii) $\bar{a}$ is a strongly nondominated element of $A$ w.r.t. the ordering map $\mathcal{D}$ if $\bar{a} \in \{a\} - \mathcal{D}(a)$ for all $a \in A$.

(iii) Supposing that $\text{int} \mathcal{D}(a) \neq \emptyset$ for all $a \in A$, $\bar{a}$ is a weakly nondominated element of $A$ w.r.t. the ordering map $\mathcal{D}$ if there is no $a \in A$ such that $\bar{a} \in \{a\} + \text{int} \mathcal{D}(a)$.

(iv) $\bar{a}$ is a minimal element of $A$ w.r.t. the ordering map $\mathcal{D}$ if there is no $a \in A \setminus \{\bar{a}\}$ such that $\bar{a} \in \{a\} + \mathcal{D}(\bar{a})$, i.e., $a \preceq_2 \bar{a}$.

(v) $\bar{a}$ is a strongly minimal element of $A$ w.r.t. the ordering map $\mathcal{D}$ if $A \subset \{\bar{a}\} + \mathcal{D}(\bar{a})$.

Note that when $\mathcal{D}(y) \equiv \mathcal{K}$, where $\mathcal{K}$ is a pointed convex cone and the space $Y$ is partially ordered by $\mathcal{K}$, the concepts of nondominated, strongly nondominated and weakly nondominated elements w.r.t. the ordering map $\mathcal{D}$ reduce to the classical concepts of Pareto efficient, strongly efficient and weakly efficient elements w.r.t. the cone $\mathcal{K}$ (see, for instance, [18]). Observe further that if $\mathcal{D}(\bar{a})$ is a pointed convex cone, then $\bar{a}$ is a minimal element w.r.t. $\mathcal{D}$ if and only if it is a Pareto efficient element of the set $A$ w.r.t. a non-variable ordering structure in $Y$ given by the cone $\mathcal{K} \equiv \mathcal{D}(\bar{a})$, i.e. $\mathcal{D}(\bar{a}) = \{\bar{a}\} - \mathcal{K}$.

Replacing $\mathcal{D}$ by $\tilde{\mathcal{D}}$ with $\tilde{\mathcal{D}}(y) = -\mathcal{D}(y)$ for all $y \in Y$ in Definition 2.1, we obtain corresponding concepts of max-nondominated and maximal elements of a set $A$ w.r.t. the ordering map $\mathcal{D}$. Replacing $A$ by $\mathcal{N}(\bar{a}) \cap A$ for some neighborhood $\mathcal{N}(\bar{a})$ of $\bar{a}$ in all definitions, we can define corresponding local concepts. Note that minimal and nondominated elements are connected via duality results, see [11] and Section 5.

From the definitions one can easily derive the following.

Proposition 3.2. Let $A$ be a nonempty subset of $Y$.

(i) If $\mathcal{D}(a)$ is pointed for all $a \in A$, then any strongly nondominated element of $A$ w.r.t. $\mathcal{D}$ is also a nondominated element of $A$ w.r.t. $\mathcal{D}$.

(ii) If $\text{int} \mathcal{D}(a) \neq \emptyset$ for all $a \in A$, then any nondominated element of $A$ w.r.t. $\mathcal{D}$ is also a weakly nondominated element of $A$ w.r.t. $\mathcal{D}$.

(iii) If $\bar{a}$ is a strongly nondominated element of $A$ w.r.t. $\mathcal{D}$, then the set of minimal elements of $A$ w.r.t. $\mathcal{D}$ is empty or equals $\{\bar{a}\}$. If $\bar{D} := \bigcup_{a \in A} \mathcal{D}(a)$ is pointed, then $\bar{a}$ is the unique minimal element of $A$ w.r.t. $\mathcal{D}$.

(iv) If $\bar{a} \in A$ is a strongly minimal element of $A$ and if $\mathcal{D}(\bar{a}) \subset \mathcal{D}(a)$ for all $a \in A$, then $\bar{a}$ is also a strongly nondominated element of $A$.

We illustrate Definition 3.1 by the following examples.
Example 3.3. Let \( Y = \mathbb{R}^2 \), the cone-valued map \( D : \mathbb{R}^2 \to 2^{\mathbb{R}^2} \) be defined by

\[
D(y_1, y_2) := \begin{cases} 
\text{cone conv}\{(y_1, y_2), (1, 0)\} & \text{if } (y_1, y_2) \in \mathbb{R}^2_+, y_2 \neq 0 \\
\mathbb{R}^2_+ & \text{otherwise}
\end{cases}
\]

and

\[
A := \{(y_1, y_2) \in \mathbb{R}^2 \mid y_1 \geq 0, y_2 \geq 0, y_2 \geq 1 - y_1\}.
\]

One can check that \( \{(y_1, y_2) \in A \mid y_1 + y_2 = 1\} \) is the set of all nondominated elements of \( A \) and \( \{(y_1, y_2) \in A \mid y_1 + y_2 = 1 \lor y_1 = 0 \lor y_2 = 0\} \) is the set of all weakly nondominated elements of \( A \).

Example 3.4. Let \( Y = \mathbb{R}^2 \), the cone-valued map \( D_1 : \mathbb{R}^2 \to 2^{\mathbb{R}^2} \) be defined by

\[
D_1(y_1, y_2) := \begin{cases} 
\text{cone conv}\{(-1, 1), (1, 0)\} & \text{if } y_2 \geq 0 \\
\mathbb{R}^2_+ & \text{otherwise}
\end{cases}
\]

and

\[
A := \{(y_1, y_2) \in \mathbb{R}^2 \mid y_1^2 + y_2^2 \leq 1\}.
\]

Then \((-1, 0)\) is a nondominated but not a minimal element of \( A \) w.r.t. \( D_1 \).

Considering instead the cone-valued map \( D_2 : \mathbb{R}^2 \to 2^{\mathbb{R}^2} \) defined by

\[
D_2(y_1, y_2) := \begin{cases} 
\text{cone conv}\{(1, -1), (0, 1)\} & \text{if } y_2 \geq 0 \\
\mathbb{R}^2_+ & \text{otherwise}
\end{cases}
\]

then \((0, -1)\) is minimal but not a nondominated element of \( A \) w.r.t. \( D_2 \).

Example 3.5. Let \( Y = \mathbb{R}^2 \), the cone-valued map \( D : \mathbb{R}^2 \to 2^{\mathbb{R}^2} \) be defined by

\[
D(y_1, y_2) := \begin{cases} 
\mathbb{R}^2_+ & \text{if } y_2 = 0 \\
\text{cone conv}\{(y_1, |y_2|), (1, 0)\} & \text{otherwise}
\end{cases}
\]

and

\[
A := \{(y_1, y_2) \in \mathbb{R}^2 \mid y_1 \leq y_2 \leq 2y_1\}.
\]

One can check that \((0, 0) \in A\) is a strongly minimal and also a strongly nondominated element of \( A \).

3.2 Variable ordering structures defined by BP cones

In the remaining of Section 3 we assume that \((Y, \|\|_y)\) is a normed space. The variable ordering structures on \( Y \) are defined by set-valued maps \( D : Y \to 2^Y \) with \( D(y) \) a special BP cone for all \( y \in Y \) (or for all elements \( y \) of a subset \( A \) of \( Y \)) as follows. To any \( y \in Y \) we associate a norm \( \|\|_y \) equivalent to but eventually different from the norm of the space and for a given map \( \ell \) from \( Y \) to \( Y^* \) we define

\[
D(y) = C(\ell(y)) := \{u \in Y \mid \|u\|_y \leq \ell(y)(u)\} \text{ for all } y \in Y.
\]
Figure 2: BP cone $C(\ell(y))$ of Example 3.6 for $\ell_1 = \ell_1(y)$ and $\ell_2 = \ell_2(y)$, as well as the unit ball w.r.t. the Euclidean norm and (in dashed line) the line connecting the points $(1/\ell_1, 0)$ and $(0, 1/\ell_2)$.

Note that in $\mathbb{R}^n$ one might need different equivalent norms to represent different non-trivial convex closed pointed cones as BP cones and this motivates us to consider the above BP cones. In $\mathbb{R}^2$ it is fine to choose just one norm but already in $\mathbb{R}^3$ one has to use different norms to model for instance a polyhedral cone and a Lorentz cone. In an application we might have a variable structure with different cones $D(y)$ but presumably they will all be of the same type, for instance all polyhedral, and can all be modeled with the same norm, compare [13, Remark 8]. In particular, when the norm $\|\cdot\|_y$ in the definition of the special BP cones $D(y)$ is assumed to equal the norm $\|\cdot\|$ of the space $Y$ and is thus equal for all $y \in Y$, these cones reduce to the BP cones

$$D(y) = C(\ell(y)) = \{ u \in Y \mid \| u \| \leq \ell(y)(u) \}.$$ 

Below is an example of the variable ordering structure given by such cones. As the reader can see from the example, even in such a case the images of $D$ still cover a wide range of different cones.

**Example 3.6.** Let $Y$ be the Euclidean space $\mathbb{R}^2$, $\|\cdot\|_y := \|\cdot\|_2$ for all $y \in \mathbb{R}^2$ and define $\ell : \mathbb{R}^2 \to \mathbb{R}^2$ by

$$\ell(y_1, y_2) := \left( (3 + \sin y_1)/2, (3 + \cos y_2)/2 \right) \in [1, 2] \times [1, 2].$$

Then $\mathbb{R}^2_+ \subset C(\ell(y))$ for all $y \in \mathbb{R}^2$. The cones $C(\ell(y))$ can be visualized as follows: The two extreme rays of the convex pointed cone $C(\ell(y))$ are given by two half rays starting in the origin being defined by the two intersection points of the unit circle and the line connecting the points $(1/\ell_1, 0)$ and $(0, 1/\ell_2)$, see Fig. 2. For instance $C(\ell(3\pi/2, \pi)) = \mathbb{R}^2_+$. 

### 3.3 Scalar characterization of nondominated elements

In this subsection, we obtain for the first time scalarization results for (strongly, weakly) nondominated elements w.r.t. variable ordering structures defined by BP cones. This
delivers the base for the Fermat rule and Lagrange multiplier rule for vector optimization problems with a variable ordering structure which will be presented in Section 4.

To any fixed \( \bar{y} \in Y \) we associate the following functionals:

\[
\begin{align*}
\theta(y) &:= \ell(y)(y) \\
\eta_{\bar{y}}(y) &:= \ell(y)(y - \bar{y}) \\
\gamma_{\bar{y}}(y) &:= \ell(y)(y - \bar{y}) - \|y - \bar{y}\|_y \\
\xi_{\bar{y}}(y) &:= \ell(y)(y - \bar{y}) + \|y - \bar{y}\|_y
\end{align*}
\]

for each \( y \in Y \). Using the functionals (5) we can characterize a (weakly, strongly) non-dominated element of a set \( A \) w.r.t. \( D \). Note that neither additional assumptions on \( D \) – besides that the images of \( D \) are BP cones – nor convexity assumptions on the set \( A \) are presumed.

**Theorem 3.7.** Let \( A \) be a nonempty subset of \( Y \) and \( \bar{a} \in A \).

(i) \( \bar{a} \in A \) is a strongly non-dominated element of \( A \) w.r.t. the ordering map \( D \) if and only if the functional \( \gamma_{\bar{a}} \) attains its minimum over \( A \) at \( \bar{a} \), which means that

\[
\gamma_{\bar{a}}(a) \geq \gamma_{\bar{a}}(\bar{a}) = 0, \forall a \in A.
\]

(ii) \( \bar{a} \in A \) is a non-dominated element of \( A \) w.r.t. the ordering map \( D \) if and only if the functional \( \xi_{\bar{a}} \) attains its strict minimum over \( A \) at \( \bar{a} \), which means that

\[
\xi_{\bar{a}}(a) > \xi_{\bar{a}}(\bar{a}) = 0, \forall a \in A \setminus \{\bar{a}\}.
\]

(iii) Supposing that \( \|\ell(a)\|_a > 1 \) (and hence, \( \text{int} \, D(a) \neq \emptyset \)) for all \( a \in A \), \( \bar{a} \in A \) is a weakly non-dominated element of \( A \) w.r.t. the ordering map \( D \) if and only if the functional \( \xi_{\bar{a}} \) attains its minimum over \( A \) at \( \bar{a} \), which means that

\[
\xi_{\bar{a}}(a) \geq \xi_{\bar{a}}(\bar{a}) = 0, \forall a \in A.
\]

**Proof.**

(i) \( \bar{a} \) is strongly non-dominated w.r.t. the ordering map \( D \) if and only if

\[
\begin{align*}
\{a - \bar{a} \in D(a)\} &= \{y \in Y \mid \|y\|_a \leq \ell(a)(y)\}, \forall a \in A \\
\iff \ell(a)(a - \bar{a}) - \|a - \bar{a}\|_a &\geq 0, \forall a \in A \\
\iff \gamma_{\bar{a}}(a) &\geq \gamma_{\bar{a}}(\bar{a}) = 0, \forall a \in A.
\end{align*}
\]

(ii) \( \bar{a} \) is a non-dominated element w.r.t. the ordering map \( D \) if and only if

\[
\begin{align*}
\bar{a} - a &\notin D(a), \forall a \in A \setminus \{\bar{a}\} \\
\iff \|a - \bar{a}\|_a &> \ell(a)(\bar{a} - a), \forall a \in A \setminus \{\bar{a}\} \\
\iff \ell(a)(a - \bar{a}) + \|a - \bar{a}\|_a &> 0, \forall a \in A \setminus \{\bar{a}\} \\
\iff \xi_{\bar{a}}(a) &> \xi_{\bar{a}}(\bar{a}) = 0, \forall a \in A \setminus \{\bar{a}\}.
\end{align*}
\]
(iii) \( \bar{a} \) is weakly nondominated w.r.t. the ordering map \( D \) if and only if \( \bar{a} - a \notin \text{int}D(a) \) for all \( a \in A \). According to Prop. 2.3 we have \( \text{int}D(a) = \{ y \in Y \mid \|y\|_a < \ell(a)(y) \} \neq \emptyset \) and hence

\[
\bar{a} - a \notin \text{int}D(a), \quad \forall a \in A
\]

\[
\iff \ell(a)(a - \bar{a}) + \|a - \bar{a}\|_a \geq 0, \quad \forall a \in A
\]

\[
\iff \xi_a(a) \geq \xi_a(\bar{a}) = 0, \quad \forall a \in A.
\]

\[\square\]

**Remark 3.8.** It is easy to see that any BP cone is pointed. Hence, according to Proposition 3.2(i), any strongly nondominated element is nondominated and the "only if" part of the assertion (ii) in the above theorem also is necessary for \( \bar{a} \) to be a strongly nondominated element of \( A \) w.r.t. \( D \). Additionally, the "if" part of the assertion (i) in the above theorem is also sufficient for \( \bar{a} \) to be a nondominated element of \( A \) w.r.t. \( D \).

**Example 3.9.** Let \( Y \) be the Euclidean space \( \mathbb{R}^2 \) and the cone-valued map \( D: \mathbb{R}^2 \to 2^{\mathbb{R}^2} \) be defined by \( D(y) := C(\ell(y)) \) with \( \ell: \mathbb{R}^2 \to \mathbb{R}^2 \) as in (4) and with \( \| \cdot \|_y := \| \cdot \|_2 \) for all \( y \in \mathbb{R}^2 \) and let

\[
A := \{ (y_1, y_2) \in \mathbb{R}^2 \mid y_1 \geq 0, y_2 \geq 0, y_2 \geq \pi - y_1 \}.
\]

Then \( \mathbb{R}^2_+ \subset D(y) \subset \text{cone conv}\{y^A, y^B\} \) with \( y^A := 0.25(1 + \sqrt{7}, 1 - \sqrt{7}), y^B = 0.25(1 - \sqrt{7}, 1 + \sqrt{7}) \) for all \( y \in \mathbb{R}^2 \). By Theorem 3.7, \( \bar{y} = (0, \pi) \) is a nondominated element of \( A \) w.r.t. the ordering map \( D \) because it holds

\[
\xi_{\bar{y}}(y) = \frac{3 + \sin y_1}{2}(y_1 - 0) + \frac{3 + \cos y_2}{2}(y_2 - \pi) + \|y - (0, \pi)\| \geq 0 = \xi_{\bar{y}}(\bar{y})
\]

for all \( y \in A \) but it is not a strongly nondominated element of \( A \) w.r.t. \( D \) because it holds

\[
\gamma_{\bar{y}}(3\pi/2, 0) = (1, 2)(3\pi/2, -\pi) - ((3\pi/2, -\pi)) < 0 = \gamma_{\bar{y}}(\bar{y}).
\]

Note that a special scalarizing functional for minimal elements w.r.t. a variable ordering structure was examined for the first time in [6]: for some \( k \in \text{int} \left( \bigcap_{y \in Y} D(y) \right) \) the functional \( \tilde{\xi}: Y \times Y \to \mathbb{R} \) defined by

\[
\tilde{\xi}(y, z) := \inf \{ t \in \mathbb{R} \mid t k - z \in D(y) \}
\]

for all \( y, z \in Y \) was discussed. Under some assumptions including the linearity of the cone-valued map \( D \)

\[
D(\alpha y_1 + \beta y_2) = \alpha D(y_1) + \beta D(y_2)
\]

for all \( y_1, y_2 \in Y, \alpha, \beta \in \mathbb{R}, \quad (6) \)

it was established that \( \tilde{\xi} \) is convex. However, according to the following remark this linearity condition implies that \( D \) is a trivial cone-valued map.

**Remark 3.10.** Any cone-valued map \( D: Y \to 2^Y \) which satisfies (6) is constant with \( D(y) = \{ 0 \} \) for all \( y \in Y \): due to \( D(\alpha y_1) = \alpha D(y_1) \) for all \( \alpha \in \mathbb{R} \) we conclude \( D(0) = \{ 0 \} \) and thus for arbitrary \( y \in Y \)

\[
\{ 0 \} = D(0) = D(y) - D(y)
\]

which implies, as the sets \( D(y) \) are cones, \( D(y) = \{ 0 \} \).
From Theorem 3.7 one can easily deduce the following scalar characterization for Pareto efficient, strongly efficient and weakly efficient elements.

**Theorem 3.11.** Suppose that the normed space \((Y, \|\cdot\|)\) is partially ordered by a BP cone \(K\) given by
\[
K = \{ y \in Y \mid \|y\| \leq \phi(y) \}, \tag{7}
\]
where \(\phi\) is an arbitrary continuous linear functional from the dual space \(Y^*\). Let \(A\) be a nonempty subset of \(Y\) and \(\bar{a} \in A\). Define functionals \(\tilde{\gamma}_a\) and \(\tilde{\xi}_a\) as follows: for any \(y \in Y\)
\[
\tilde{\gamma}_a(y) = \phi(y - \bar{a}) - \|y - \bar{a}\|
\]
and
\[
\tilde{\xi}_a(y) = \phi(y - \bar{a}) + \|y - \bar{a}\|.
\]

(i) \(\bar{a} \in A\) is a strongly efficient element of \(A\) w.r.t. the cone \(K\) if and only if the functional \(\tilde{\gamma}_a\) attains its minimum over \(A\) at \(\bar{a}\).

(ii) \(\bar{a} \in A\) is a Pareto efficient element of \(A\) w.r.t. the cone \(K\) if and only if the functional \(\tilde{\xi}_a\) attains its strict minimum over \(A\) at \(\bar{a}\).

(iii) Supposing that \(\|\phi\|_e > 1\) (and hence, \(\text{int} K \neq \emptyset\)), \(\bar{a} \in A\) is a weakly efficient element of \(A\) w.r.t. the cone \(K\) if and only if the functional \(\tilde{\xi}_a\) attains its minimum over \(A\) at \(\bar{a}\).

**Remark 3.12.** Recently, the functional \(\tilde{\xi}_a\) has been used in [20, Theorem 5.8] to characterize an element \(\bar{a}\) which is a properly efficient element of \(A\) in the senses of Henig or Benson.

In the remaining of this work we assume \(\|\cdot\|_y := \|\cdot\|\) for all \(y \in Y\). As noted above, the values of the map \(D\) reduce to the BP cones \(D(y) = C(\ell(y)) = \{ u \in Y \mid \|u\| \leq \ell(y)(u) \}\) and the functionals (5) become
\[
\theta(y) := \ell(y)(y) \tag{8}
\]
\[
\eta_{\Bar{y}}(y) := \ell(y)(y - \Bar{y})
\]
\[
\gamma_{\Bar{y}}(y) := \ell(y)(y - \Bar{y}) - \|y - \Bar{y}\|
\]
\[
\xi_{\Bar{y}}(y) := \ell(y)(y - \Bar{y}) + \|y - \Bar{y}\|
\]
for each \(y \in Y\).

### 3.4 Properties of the scalarizing functionals

Next, we study properties of the functionals (8). We show that these functionals inherit from \(\ell\) such properties as continuity, lower semicontinuity, Lipschitzity and provide formula for their derivative or subdifferential. We also study the convexity of \(\theta\), \(\eta_{\Bar{y}}\) and \(\xi_{\Bar{y}}\). Let us begin with showing that the functionals (8) inherit the continuity from \(\ell\).
Proposition 3.13. Suppose that \( \ell \) is continuous near \( y \in Y \). Then \( \eta_\gamma \), \( \gamma_\gamma \) and \( \xi_\gamma \) also are continuous near \( y \).

Proof. As \( \ell \) is continuous near \( y \), for any \( \varepsilon > 0 \) there exists \( \delta > 0 \) such that \( \delta \leq \min\{\varepsilon/(2\|\ell(y)\|_*) , \|y\| \} \) such that \( \|\ell(y') - \ell(y)\|_* \leq \varepsilon/(4\|y\|) \) whenever \( \|y'-y\| \leq \delta \). Then, for \( y' \in Y \) satisfying \( \|y'-y\| \leq \delta \), we have \( \|y'\| \leq \|y'-y\| + \|y\| \leq \delta + \|y\| \leq 2\|y\| \) and therefore,

\[
|\theta(y') - \theta(y)| = |\ell(y')(y') - \ell(y)(y)|
= |(\ell(y') - \ell(y))(y') + \ell(y)(y'-y)|
\leq \|\ell(y') - \ell(y)\|_*\|y'-y\| + \|\ell(y)\|_*\|y'-y\|.
\leq (\varepsilon/(4\|y\|))(2\|y\|) + \|\ell(y)\|_*\delta
\leq \varepsilon/2 + \varepsilon/2 = \varepsilon
\]

Thus, the function \( \theta \) is continuous near \( y \). The continuity of the functions \( \eta_\gamma \), \( \gamma_\gamma \) and \( \xi_\gamma \) follows from the continuity of the function \( \theta \) and the norm.

In the case \( Y = \mathbb{R}^n \) we can even speak about the lower semicontinuity of the functionals (8). Namely, we have

Proposition 3.14. Let \( Y = \mathbb{R}^n \) and \( \ell = (\ell_1, \ldots, \ell_n) \). Suppose that \( \ell_i \) (\( i = 1, \ldots, n \)) are lower semicontinuous near \( y = (y_1, \ldots, y_n) \in \mathbb{R}^n \). Then the functionals \( \theta, \eta_\gamma, \gamma_\gamma \) and \( \xi_\gamma \) also are lower semicontinuous near \( y \).

Proof. Recalling that \( \ell(y)(y) = y_1\ell_1(y) + \ldots + y_n\ell_n(y) \) one can derive from the lower semicontinuity of the functionals \( \ell_i \) (\( i = 1, \ldots, n \)) near \( y \) the one of the functionals \( \theta, \eta_\gamma, \gamma_\gamma \) and \( \xi_\gamma \).

Next, we show that the functionals (8) inherit the lipschitzity from \( \ell \) and we provide some formula of their derivative and subdifferential.

Proposition 3.15. Suppose that \( \ell \) is Lipschitz near \( y \in Y \). Then \( \eta_\gamma, \gamma_\gamma, \xi_\gamma \) also are Lipschitz near \( y \) and one has

\[
\partial_\gamma_\gamma(y)\subset \partial_\eta_\gamma(y) + B_Y\quad \text{and}\quad \partial_\xi_\gamma(y)\subset \partial_\eta_\gamma(y) + B_Y.
\]

Moreover, if \( \ell \) is Lipschitz near \( y \) then \( \eta_\gamma \) is strictly differentiable at \( y \) and one has

\[
\eta_\gamma'(\bar{y}) = \ell(\bar{y}).
\]

and

\[
\partial_\gamma_\gamma(\bar{y})\subset \{l(\bar{y})\} + B_Y\quad \text{and}\quad \partial_\xi_\gamma(\bar{y})\subset \{l(\bar{y})\} + B_Y.
\]

Proof. Suppose that \( \ell \) is Lipschitz of rank \( K \) on the closed ball \( B(y, \rho) \) centered at \( y \) with the radius \( \rho \). Then for \( y_1, y_2 \in B(y, \rho) \) we have

\[
|\theta(y_1) - \theta(y_2)| = |\ell(y_1)(y_1) - \ell(y_2)(y_2)|
= |(\ell(y_1)(y_1) - \ell(y_2)(y_1)) + (\ell(y_2)(y_1) - \ell(y_2)(y_2))|
\leq K\|y_1 - y_2\|\|y_1\| + \|\ell(y_2)\|_*\|y_1 - y_2\|
= (K\|y_1\| + \|\ell(y_2)\|_*\|y_1 - y_2\|
\leq (K\|y\| + \rho) + (\|\ell(y_2)\|_* + K\rho)\|y_1 - y_2\|
= (\|\ell(y)\|_* + 2K\rho + K\|y\|)\|y_1 - y_2\|.
\]
Thus, θ is Lipschitz near y. The lipschitzity of the functions η_y, γ_y and ξ_y near y follows from the Lipschitzity of the function θ and the norm near that point. It is easy to see that (9) follows from Proposition 2.5 (iv) and (vi).

Now assume that ℓ is Lipschitz of rank K on the ball B(y, ρ). Our next aim is to prove that η_y is strictly differentiable at ¯y and (10) holds. By Proposition 2.4, it suffices to show that for each v ∈ Y one has

$$\lim_{y' \to \bar{y}, t \to 0} \frac{\eta_y(y' + tv) - \eta_y(y')}{t} = \ell(\bar{y})(v). \quad (12)$$

By the definition of the functional η_y it holds η_y(y' + tv) − η_y(y') = ℓ(y' + tv)(y' + tv − ¯y) − ℓ(y')(y' − ¯y). Further, as ℓ is Lipschitz near ¯y, one has

$$\left| \frac{\eta_y(y' + tv) - \eta_y(y')}{t} - \ell(\bar{y})(v) \right|$$

$$= \left| \frac{\ell(y' + tv)(y' + tv - \bar{y}) - \ell(y')(y' - \bar{y})}{t} - \ell(\bar{y})(v) \right|$$

$$= \left| \frac{\ell(y' + tv) - \ell(y')}{t} (y' - \bar{y}) + \frac{(\ell(y' + tv)(tv))}{t} - \ell(\bar{y})(v) \right|$$

$$\leq \left| \frac{\ell(y' + tv) - \ell(y')}{t} (y' - \bar{y}) \right| + \| (\ell(y' + tv) - \ell(\bar{y}))(v) \|$$

which yields (12).

Finally, (11) follows from (10) and Proposition 2.5 (i), (iv) and (vi).

Note that Proposition 3.15 can be applied for instance to the the case when ℓ is the function considered in Example 3.6.

Below we prove a result on the convexity of the functional ξ_y that will be used to formulate sufficient conditions for the existence of weakly nondominated solutions. We shall use the following notion related to ℓ:

**Definition 3.16.** We say that ℓ is monotone if (ℓ(y_1) − ℓ(y_2))(y_1 − y_2) ≥ 0 ∀y_1, y_2 ∈ Y.

**Proposition 3.17.** Suppose that ℓ is linear and monotone. Then the functionals θ, η_y and ξ_y are convex.

**Proof.** Let y_1, y_2 ∈ Y and λ_1, λ_2 ∈ [0, 1] such that λ_1 + λ_2 = 1. We have

$$\theta(\lambda_1 y_1 + \lambda_2 y_2) = \ell(\lambda_1 y_1 + \lambda_2 y_2)(\lambda_1 y_1 + \lambda_2 y_2)$$

$$= \lambda_1 \ell(y_1)(\lambda_1 y_1 + \lambda_2 y_2) + \lambda_2 \ell(y_2)(\lambda_1 y_1 + \lambda_2 y_2)$$

$$= \lambda_1 \ell(y_1)(y_1) + \lambda_1 \lambda_2 \ell(y_1)(y_2 - y_1) + \lambda_2 \ell(y_2)(y_2) + \lambda_1 \lambda_2 \ell(y_2)(y_2 - y_2)$$

$$= \lambda_1 \ell(y_1) + \lambda_2 \ell(y_2) - \lambda_1 \lambda_2 (\ell(y_1) - \ell(y_2))(y_1 - y_2)$$

$$\leq \lambda_1 \ell(y_1) + \lambda_2 \ell(y_2).$$

Thus, θ is convex. The convexity of the functions η_y and ξ_y follows from the convexity of the function θ and the norm, and the linearity of the map ℓ.
Example 3.18. Let $Y = \mathbb{R}^n$, $M$ be a real positive semidefinite $n \times n$ matrix and $\ell(y) := My$ for all $y \in Y$. Then $\ell$ is linear, monotone and according to Proposition 3.17, the functionals $\theta$, $\eta_y$ and $\xi_y$ are convex.

3.5 Existence result

We state an existence result for weakly nondominated elements and nondominated elements.

Theorem 3.19. Suppose that $A \subseteq Y$ is a nonempty compact set and $\ell$ is Lipschitz of rank $K$ satisfying $K\|a\| \leq 1$ for all $a \in A$.

(i) If $\|\ell(a)\|_* > 1$ for all $a \in A$ then $A$ has a weakly nondominated element w.r.t. $D$.

(ii) If $K\|a\| < 1$ for all $a \in A$ then $A$ has a nondominated element w.r.t. $D$.

(iii) If $\theta$ has a strict minimizer $\tilde{a}$ on $A$ then $\tilde{a}$ is a nondominated element w.r.t. $D$ of $A$.

Proof. Since $\ell$ is Lipschitz, Proposition 3.15 yields that $\theta$ is also Lipschitz. Therefore, $\theta$ attains its minimum on the compact set $A$ at, say $\bar{a} \in A$, i.e.

$$\ell(a)(a) \geq \ell(\bar{a})(\bar{a}), \ \forall a \in A \setminus \{\bar{a}\}$$

which implies

$$\xi_{\bar{a}}(a) = \|a - \bar{a}\| + \frac{\ell(\bar{a}) - \ell(a)}{\|a - \bar{a}\|} \geq 1$$

for all $a \in A \setminus \{\bar{a}\}$, i.e. $\xi_{\bar{a}}(a) \geq 1$ for all $a$.

Let us illustrate Theorem 3.19 by the following example.

Example 3.20. Let $Y = \mathbb{R}^2$, the cone-valued map $D: \mathbb{R}^2 \rightarrow 2^{\mathbb{R}^2}$ be defined by $D(y) := C(\ell(y))$ with $\ell: \mathbb{R}^2 \rightarrow \mathbb{R}^2$ as in (4) and

$$A := \{(y_1, y_2) \in \mathbb{R}^2 | y_1 \geq 0, \ y_2 \geq 0 \ | y_2 | \leq 2\}$$

with $\|\| \|$ the Euclidean norm. Then $\ell$ is Lipschitz of rank $K = 1/2$ and it holds $K\|a\| \leq 1$ for all $a \in A$. Since

$$\theta(y_1, y_2) = \left(\frac{3 + \sin y_1}{2}\right)^{y_1} + \left(\frac{3 + \cos y_2}{2}\right)^{y_2} > 0 = \theta(0, 0) \text{ for all } (y_1, y_2) \in A \setminus \{(0, 0)\},$$

Theorem 3.19 implies that $(0, 0)$ is a nondominated element of $A$ w.r.t. $D$. 
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4 Optimality conditions for nondominated solutions of vector optimization problems

In these sections we consider vector optimization problems with the image space equipped with a variable ordering structure. We formulate the Fermat rule for the unconstrained case and the Lagrange multiplier rule for the case with constraints.

4.1 Nondominated solutions and their scalar characterization

Assume that $X$ and $Y$ are topological spaces and $Y$ is equipped with a variable ordering structure defined by a cone-valued map $D: Y \rightarrow 2^Y$ with $D(y)$ a convex cone. Let $F: X \rightarrow 2^Y$ be a given set-valued map and $S \subset X$ a nonempty set. Denote $F(S) = \bigcup_{x \in S} F(x)$. Consider the following vector optimization problem

\[
\text{Minimize } F(x) \text{ subject to } x \in S.
\]

(VP)

The various notions of nondominated (and minimal) elements w.r.t. the ordering map $D$ for sets naturally induce corresponding notions of solutions to the optimization problem (VP) as follows.

**Definition 4.1.** Let $\bar{x} \in X$ and $\bar{y} \in F(\bar{x})$. Then a pair $(\bar{x}, \bar{y})$ is called a "N" solution of the problem (VP) w.r.t. the ordering map $D$, if $\bar{y}$ is a "N" element of the image set $F(S)$ respectively. Here, "N" may be (local, weakly, strongly, max-) nondominated, (local, weakly, strongly) minimal or maximal.

When $F$ is a single-valued map $f: X \rightarrow Y$, we put $\bar{y} = f(\bar{x})$ in Definition 4.1.

From now on unless otherwise stated we always make a convention that $X$ is a nonempty set, $Y$ is a normed space, $\ell: Y \rightarrow Y^*$ is a map and $Y$ is equipped with a variable ordering structure defined by a cone-valued map $D: Y \rightarrow 2^Y$ with $D(y) = C(\ell(y))$. The main result of this subsection is the following scalar characterization for nondominated solutions of the problem (VP).

**Theorem 4.2.** Let $\bar{x} \in S$ and $\bar{y} \in F(\bar{x})$.

(i) $(\bar{x}, \bar{y})$ is a strongly nondominated solution of the problem (VP) w.r.t. the ordering map $D$ if and only if the functional $\gamma_{\bar{y}}$ attains its minimum over $F(S)$ at $\bar{y}$, which means that

\[
\gamma_{\bar{y}}(y) \geq \gamma_{\bar{y}}(\bar{y}) = 0, \forall y \in F(S).
\]

(ii) $(\bar{x}, \bar{y})$ is a nondominated solution of the problem (VP) w.r.t. the ordering map $D$ if and only if the functional $\xi_{\bar{y}}$ attains its strict minimum over $F(S)$ at $\bar{y}$, which means that

\[
\xi_{\bar{y}}(y) > \xi_{\bar{y}}(\bar{y}) = 0, \forall y \in F(S) \setminus \{\bar{y}\}.
\]
(iii) Supposing that \( \|\ell(y)\|_\ast > 1 \) (and hence \( \text{int} \mathcal{D}(y) \neq \emptyset \)) for all \( y \in F(S) \), \((\bar{x}, \bar{y})\) is a weakly nondominated solution of the problem (VP) w.r.t. the ordering map \( \mathcal{D} \) if and only if the functional \( \xi_{\bar{y}} \) attains its minimum over \( F(S) \) at \( \bar{y} \), which means that 
\[
\xi_{\bar{y}}(y) \geq \xi_{\bar{y}}(\bar{y}) = 0, \forall y \in F(S).
\]

**Proof.** This result is a direct consequence of the definition of (strongly, weakly) nondominated solutions of (VP) and Theorem 3.7. \(\square\)

### 4.2 Fermat rule for the unconstrained optimization problem

Consider the unconstrained vector optimization problem

\[
\text{Minimize } F(x) \text{ subject to } x \in X, \quad \text{(UVP)}
\]

where \( F : X \to 2^Y \) is a set-valued map. Our aim is to establish necessary and sufficient conditions for (UVP) in the form of the Fermat rule. In this subsection we assume additionally that \( X \) and \( Y \) are Banach spaces. The main result reads as follows.

**Theorem 4.3.** Assume that \( F \) is closed (i.e. the graph of \( F \) is closed) and \( \ell \) is Lipschitz on \( Y \). Let \( \bar{x} \in X \) and \( \bar{y} \in F(\bar{x}) \).

(i) (Necessary condition) If \((\bar{x}, \bar{y})\) is a nondominated solution of (UVP) w.r.t. the ordering map \( \mathcal{D} \) then

\[
0 \in D^*F(\bar{x}, \bar{y})(y^*) \text{ for some } y^* \in \{\ell(\bar{y})\} + B_{Y^\ast}.
\]  

(ii) (Necessary and sufficient conditions) Suppose that \( \|\ell(y)\|_\ast > 1 \) (hence, \( \text{int} \mathcal{D}(y) \neq \emptyset \)) for all \( y \in F(X) \). Then (13) is necessary for \((\bar{x}, \bar{y})\) to be a weakly nondominated solution of (UVP) w.r.t. the ordering map \( \mathcal{D} \). If we assume that the graph of \( F \) is convex and \( \ell \) is linear and monotone, then (13) also is sufficient for \((\bar{x}, \bar{y})\) to be a weakly nondominated solution of (UVP) w.r.t. the ordering map \( \mathcal{D} \).

**Proof.** (i) By Definition 4.1, \( \bar{y} \) is a nondominated element of \( F(X) \) w.r.t. the ordering map \( \mathcal{D} \). Then Theorem 3.7 implies that the functional \( \xi_{\bar{y}} \) attains its minimum over \( F(X) \) at \( \bar{y} \). Hence, the functional \( \tilde{\xi}_{\bar{y}} := \xi_{\bar{y}} + \chi_{\text{gr} F} : X \times Y \to \overline{\mathbb{R}} \) defined by

\[
\tilde{\xi}_{\bar{y}}(x, y) = \xi_{\bar{y}}(y) + \chi_{\text{gr} F}(x, y)
\]

attains its minimum over \( X \times Y \) at \((\bar{x}, \bar{y})\), i.e.

\[
\tilde{\xi}_{\bar{y}}(x, y) \geq \tilde{\xi}_{\bar{y}}(\bar{x}, \bar{y}) = 0, \forall (x, y) \in X \times Y.
\]

Note that the function \( \chi_{\text{gr} F} \) is lower semicontinuous as the graph of \( F \) is closed and that the functional \( \xi_{\bar{y}} \) is Lipschitz on \( Y \) according to Proposition 3.15. We can now apply Proposition 2.5 (iii)-(v) to get

\[
(0, 0) \in \partial \tilde{\xi}_{\bar{y}}(\bar{x}, \bar{y}) = \partial (\xi_{\bar{y}}(.) + \chi_{\text{gr} F}(., .))(\bar{x}, \bar{y}) \subset (\{0\} \times \partial \xi_{\bar{y}})(\bar{y}) + N((\bar{x}, \bar{y}); \text{gr} F).
\]
Hence, there exists \( y^* \in \partial \xi_{\bar{y}}(\bar{y}) \) with \( (0, -y^*) \in N((\bar{x}, \bar{y}); \text{gr } F) \). This implies \( 0 \in D^*F(\bar{x}, \bar{y})(y^*) \). Taking into account the relation (11) of Proposition 3.15 we obtain (13).

(ii) Since the proof of the necessary condition is similar to that of the assertion (i), we shall prove only the sufficient condition. By the definition of the coderivative, (13) is equivalent to \( (0, -y^*) \in N((\bar{x}, \bar{y}); \text{gr } F) \). Since the graph of \( F \) is convex, Proposition 2.5 (v) implies that the normal cone is understood in the sense of convex analysis and therefore, one has

\[
\langle (0, -y^*), (x - \bar{x}, y - \bar{y}) \rangle \leq 0 \quad \forall (x, y) \in \text{gr } F \tag{14}
\]

\( \langle , , \rangle \) means dual pairing), which yields

\[
y^*(y - \bar{y}) \geq 0 \quad \forall y \in F(X). \tag{14}
\]

Further, since \( \ell \) is linear and monotone, Proposition 3.17 implies that the functional \( \xi_{\bar{y}} \) is convex. Therefore, by Proposition 2.5 (ii), the subdifferential of \( \xi_{\bar{y}} \) is understood in the sense of convex analysis and we get

\[
y^* \in \partial \xi_{\bar{y}}(\bar{y}) \Leftrightarrow y^*(y - \bar{y}) \leq \xi_{\bar{y}}(y) - \xi_{\bar{y}}(\bar{y}) \tag{14}
\]

This and (14) imply that \( \xi_{\bar{y}}(y) - \xi_{\bar{y}}(\bar{y}) \geq 0 \) for all \( y \in F(X) \). According to Theorem 4.2, \((\bar{x}, \bar{y})\) is a weakly nondominated solution of (UVP) w.r.t. the ordering map \( D \).

Note that according to Remark 3.8, the assertion in the above theorem also is necessary for \((\bar{x}, \bar{y})\) to be a strongly nondominated solution for the problem (UVP).

Remark 4.4. (Nontriviality of \( y^* \) in (13)) As \( 0 \in D^*F(\bar{x}, \bar{y})(0) \) holds for any pair \((\bar{x}, \bar{y})\), it is of interest to know whether one can find nonzero \( y^* \) in (13). Such a question has also been posed for the case with a non-variable ordering structure and a positive answer is obtained for weakly optimal solutions under the assumption that the interior of the ordering cone is nonempty. Returning to the assumptions stated in Theorem 4.3, we see that a similar positive answer do exist for a weakly nondominated solution w.r.t. variable ordering structures. Namely, since \( \|\ell(y)\|_* > 1 \) (hence, \( \text{int } D(y) \neq \emptyset \)) for all \( y \in F(X) \), we have in particular \( \|\ell(\bar{y})\|_* > 1 \) which together with \( y^* \in \{\ell(\bar{y})\} + B_Y \) implies that \( \|y^*\|_* > 0 \) or \( y^* \neq 0 \).

One can derive from Theorem 4.3 various versions of the Fermat rule for the problem (UVP) with the objective map being a single-valued map \( f : X \to Y \). We illustrate this by formulating just one version for the case when \( f \) is strictly differentiable.

Theorem 4.5. Consider the vector optimization problem

\[
\text{Minimize } f(x) \text{ subject to } x \in X. \tag{15}
\]

Assume that \( f \) is strictly differentiable on \( X \) and \( \ell \) is Lipschitz on \( Y \). If \((\bar{x}, \bar{y})\) is a nondominated solution w.r.t. the ordering map \( D \) of the problem (15) then

\[
0 = [f'(\bar{x})]^{\ast}(y^*) \text{ for some } y^* \in \{\ell(\bar{y})\} + B_Y. \tag{16}
\]
Proof. According to Proposition 2.6 we have $D^* f(\bar{x}, \bar{y})(y^*) = [f'(\bar{x})]^*(y^*)$. The assertion follows from this and Theorem 4.3. \(\square\)

We illustrate Theorem 4.5 by the following examples.

**Example 4.6.** Let the cone-valued map $D: \mathbb{R}^2 \to 2^{\mathbb{R}^2}$ be defined by $D(y) = C(\ell(y))$ with $\ell: \mathbb{R}^2 \to \mathbb{R}^2$ as in (4), and $f: \mathbb{R}^2 \to \mathbb{R}^2$, $f(x_1, x_2) := (x_1^2, x_2^2)$ for all $(x_1, x_2) \in \mathbb{R}^2$. One can check that $(\bar{x}, \bar{y}) = ((0, 0), (0, 0))$ is a nondominated solution of the problem (15) w.r.t. the ordering map $D$ and the assumptions of Theorem 4.5 are satisfied. Moreover, since

$$f'(\bar{x}) = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix} = [f'(\bar{x})]^*$$

we get $[f'(\bar{x})]^*(y^*) = 0$ for all $y^* \in \mathbb{R}^2$, which means that (16) in Theorem 4.5 holds.

**Example 4.7.** Let the cone-valued map $D: \mathbb{R}^2 \to 2^{\mathbb{R}^2}$ be defined by $D(y) = C(\ell(y))$ with $\ell: \mathbb{R}^2 \to \mathbb{R}^2$,

$$\ell(y) := \begin{pmatrix} 2 & 1 \\ 1 & 1 \end{pmatrix} y \text{ for all } y \in \mathbb{R}^2,$$

and $f: \mathbb{R}^2 \to \mathbb{R}^2$,

$$f(x) := \begin{pmatrix} 1 & -1 \\ -1 & 1 \end{pmatrix} x + \begin{pmatrix} 0 \\ \pi \end{pmatrix} \text{ for all } x \in \mathbb{R}^2.$$

Then $f(\mathbb{R}^2) = \{(t, -t + \pi) \in \mathbb{R}^2 \mid t \in \mathbb{R}\}$ and $\ell$ is linear and monotone with $\|\ell(y)\|_* \geq \pi > 1$ for all $y \in f(\mathbb{R}^2)$. One can check that $(\bar{x}, \bar{y})$, with $\bar{x} = (0, 0)$ and $\bar{y} = f(\bar{x}) = (0, \pi)$, is a (weakly) nondominated solution of the problem (15) w.r.t. the ordering map $D$. For $y^* := (\pi, \pi)$, we have

$$y^* \in \ell(\bar{y}) + B_{\mathbb{R}^2} = \{(\pi, \pi)\} + B_{\mathbb{R}^2}$$

which together with

$$[f'(\bar{x})]^* = \begin{pmatrix} 1 & -1 \\ -1 & 1 \end{pmatrix}^T$$

yields that $0 = [f'(\bar{x})]^* y^*$. Thus, (16) in Theorem 4.5 holds.

### 4.3 Lagrange multiplier rule for the constrained optimization problem

Our next purpose is to establish the Lagrange multiplier rule for the constrained set optimization problem

$$\text{Minimize } F(x) \text{ subject to } x \in X \text{ and } G(x) \cap C \neq \emptyset, \quad (\text{CVP})$$

where $F$ and $G$ are set-valued maps from a Banach space $X$ respectively into Banach spaces $Y$ and $Z$, $C \subset Z$ is a nonempty set (not necessarily a convex cone). Note that one
can consider also an additional geometric constraint $x \in \Omega$ but for the sake of simplicity we restrict ourselves to the case $\Omega = X$. Denote by $S$ the feasible set of (CVP), i.e.

$$S = \{x \in X \mid G(x) \cap C \neq \emptyset\}.$$  

We will need the following assumption.

**Assumption 4.8.** Let $\bar{x} \in S$, $\bar{y} \in F(\bar{x})$ and $\bar{z} \in G(\bar{x}) \cap C$. Let the set $C$ be closed; let $F$ and $G$ be closed and pseudo-Lipschitz around $(\bar{x}, \bar{y})$ and $(\bar{x}, \bar{z})$ resp.; and let $G$ be metrically regular around $(\bar{x}, \bar{z})$ relatively to $X \times C$.

Recall that $F$ is pseudo-Lipschitz around $(\bar{x}, \bar{y})$ [1] if there exist scalars $r > 0$ and $\gamma > 0$ such that for all $x, x' \in \bar{x} + rB_X$

$$(\bar{y} + rB_Y) \cap F(x) \subset F(x') + \gamma\|x - x'\|B_Y$$

and that $G$ is metrically regular around $(\bar{x}, \bar{z})$ relatively to $X \times C$ [12] if there exist scalars $r > 0$ and $\gamma > 0$ such that for all $(x, z) \in [(\bar{x} + rB_X) \times (\bar{z} + rB_Z)] \cap (X \times C)$

$$d((x, z); (X \times C) \cap \text{gr } G) \leq \gamma d(\bar{z}; G(x)).$$

Our version of the Lagrange multiplier rule for (CVP) reads as follows.

**Theorem 4.9.** Let Assumption 4.8 be satisfied and suppose that $\ell$ is continuous near $\bar{y}$.

(i) (Necessary condition) If $(\bar{x}, \bar{y})$ is a nondominated solution of (CVP) w.r.t. the ordering map $D$ then

$$0 \in D^*F(\bar{x}, \bar{y})(y^*) + D^*G(\bar{x}, \bar{z})(z^*)$$

for some $y^* \in \partial \xi_\bar{y}(\bar{y})$ and $z^* \in \text{N}(\bar{z}; C)$.  \hspace{1cm} (17)

(ii) (Necessary and sufficient conditions) Suppose that $\|\ell(y)\|_* > 1$ (hence, int $D(y) \neq \emptyset$) for all $y \in F(S)$. Then (17) is necessary for $(\bar{x}, \bar{y})$ to be a weakly nondominated solution of (CVP) w.r.t. the ordering map $D$. If we assume that the graphs of $F$ and $G$ are convex, $\ell$ is linear and monotone and $C$ is convex, then (17) also is sufficient for $(\bar{x}, \bar{y})$ to be a weakly nondominated solution of (UVP) w.r.t. the ordering map $D$.

(iii) If $\ell$ is Lipschitz near $\bar{y}$, then one can choose $y^*$ in (17) such that $y^* \in \{\ell(\bar{y})\} + B_Y^\ast$.

**Proof.** The proof is similar to that of Theorem 3.7 in [12].

(i) Since $(\bar{x}, \bar{y})$ is a nondominated solution of (CVP) w.r.t. the ordering map $D$, $\bar{y}$ is a nondominated element of $F(S)$. Theorem 3.7 yields that $\xi_\bar{y}$ attains its minimum over $F(S)$ at $\bar{y}$. Therefore, $(\bar{x}, \bar{y}, \bar{z})$ is a minimizer of the problem

Minimize $q(x, y, z)$ subject to $(x, y) \in \text{gr } F$ and $(x, z) \in (X \times C) \cap \text{gr } G,$
where $q(x, y, z) := \xi_\theta(y)$. Then by the Clarke penalization (Proposition 2.4.3 in [9]), regularity assumption and Proposition 2.6 in [12], for some integer $l > 0$ large enough, $(\bar{x}, \bar{y}, \bar{z})$ is an unconstrained minimizer of

$$(x, y, z) \mapsto q(x, y, z) + l d((x, y); \text{gr } F) + l d((x, z); \text{gr } G) + l d((x, z); X \times C).$$

Observe that the functions $d((x, y); \text{gr } F)$ and $d((x, z); X \times C)$ are Lipschitz. By Proposition 2.5 (iii)-(vi), $0$ is in the sum of the subdifferentials and there exist

$$y^*_1 \in \partial q(\bar{x}, \bar{y}, \bar{z}) = \partial \xi_\theta(\bar{y}),$$

$$(x^*_1, y^*_2) \in l \partial d((\bar{x}, \bar{y}); \text{gr } F) \subset N((\bar{x}, \bar{y}); \text{gr } F),$$

$$(x^*_3, z^*_4) \in l \partial d((\bar{x}, \bar{z}); \text{gr } G) \subset N((\bar{x}, \bar{z}); \text{gr } G)$$

and

$$(0, z^*_1) \in l \partial d((\bar{x}, \bar{z}); X \times C) \subset N((\bar{x}, \bar{z}); X \times C)$$

such that

$$0 = x^*_2 + x^*_3, \quad 0 = y^*_1 + y^*_2 \quad \text{and} \quad 0 = z^*_3 + z^*_4.$$

Putting $y^* = y^*_1 = -y^*_2$ and $z^* = z^*_1 = -z^*_3$, we obtain

$$0 \in D^* F(\bar{x}, \bar{y})(y^*) + D^* G(\bar{x}, \bar{z})(z^*)$$

and (17) holds.

(ii) Since the proof of the necessary condition is similar to that of the assertion (i), we shall prove only the sufficient condition. Suppose that the graphs of $F$, $G$ and the set $\mathcal{C}$ are convex, $\ell$ is linear and monotone and (17) holds. By (17) one can find elements $x^*_1, x^*_2 \in X^*$, $y^* \in \partial \xi_\theta(\bar{y})$ and $z^* \in N(\bar{z}; \mathcal{C})$ such that $(x^*_1, -y^*) \in N((\bar{x}, \bar{y}); \text{gr } F)$, $(x^*_2, -z^*) \in N((\bar{x}, \bar{z}); \text{gr } G)$ and

$$x^*_1 + x^*_2 = 0. \quad (18)$$

Since the graphs of $F$, $G$ and the set $\mathcal{C}$ are convex, according to the definition of the normal cone of convex analysis, we have

$$\langle (x^*_1, -y^*), (x, y) - (\bar{x}, \bar{y}) \rangle \leq 0 \quad \text{for all} \quad (x, y) \in \text{gr } F \quad (19)$$

$$\langle (x^*_2, -z^*), (x, z) - (\bar{x}, \bar{z}) \rangle \leq 0 \quad \text{for all} \quad (x, z) \in \text{gr } G \quad (20)$$

and

$$\langle z^*, z - \bar{z} \rangle \leq 0 \quad \text{for all} \quad z \in \mathcal{C}. \quad (21)$$

Summarizing (19)-(21) and taking account of (18) we obtain

$$\langle y^*, y - \bar{y} \rangle \geq 0 \quad \text{for all} \quad y \in F(S). \quad (22)$$

Further, since $\ell$ is linear and monotone, Proposition 3.17 implies that the functional $\xi_\theta$ is convex. Hence the definition of subdifferential in the sense of convex analysis yields

$$y^* \in \partial \xi_\theta(\bar{y}) \iff y^*(y - \bar{y}) \leq \xi_\theta(y) - \xi_\theta(\bar{y})$$

and

$$\langle \bar{y} - y^*, y^* \rangle \geq 0 \quad \text{for all} \quad y \in F(S). \quad (23)$$
which together with (22) implies \( \xi_y(y) - \xi_y(\bar{y}) \geq 0 \) for all \( y \in F(S) \). Theorem 4.2 then implies that \((\bar{x}, \bar{y})\) is a weakly nondominated solution of (CVP) w.r.t. the ordering map \( \mathcal{D} \).

(iii) It is a consequence of Proposition 3.15.

We would like to mention that the functionals (8) and techniques of the works [14, 15] can be used for establishing other optimality conditions for the problem (CVP) and that similar to Remark 4.4, one can find nonzero \( y^* \) in (17) under the assumptions that \( \ell \) is Lipschitz and \( \|\ell(y)\|_s > 1 \) (hence, \( \text{int} \mathcal{D}(y) \neq \emptyset \)) for all \( y \in F(S) \). When both the objective and constraint maps are single-valued, one can apply techniques of scalar optimization to deduce the Lagrange multiplier rule for (CVP) with variable ordering structure. We illustrate this by considering the following lipschitz finite-dimensional case. In the theorem and example below, the subdifferential is understood in the sense of Clarke.

**Theorem 4.10.** Let \( f : \mathbb{R}^n \to \mathbb{R}^s \) and \( g = (g_1, \ldots, g_t) : \mathbb{R}^n \to \mathbb{R}^t \) be single-valued maps. Consider the vector optimization problem

\[
\text{Minimize } f(x) \text{ subject to } g_j(x) \leq 0, \ j = 1, \ldots, t, \ x \in \mathbb{R}^n. \quad (23)
\]

Assume that \( f \) and \( g_j \) (\( j = 1, \ldots, t \)) are Lipschitz on \( \mathbb{R}^n \) and \( \ell \) is Lipschitz on \( \mathbb{R}^s \). If \((\bar{x}, \bar{y})\) (here, \( \bar{y} = f(\bar{x}) \)) is a nondominated solution w.r.t. the ordering map \( \mathcal{D} \) of the problem (23) then there exist scalars \( \mu \geq 0, \lambda_j \geq 0 \ (j = 1, \ldots, t) \) not all zero such that

\[
\sum_{j=1}^t \lambda_j g_j(\bar{x}) = 0 \quad (24)
\]

and

\[
0 \in \mu \partial(\xi_y \circ f)(\bar{x}) + \sum_{j=1}^t \lambda_j \partial g_j(\bar{x}). \quad (25)
\]

**Proof.** Since \((\bar{x}, \bar{y})\) is a nondominated solution of (23) w.r.t. the ordering map \( \mathcal{D} \), \( \bar{y} \) is a nondominated element of \( f(S) \), where \( S \) is the set \( \{x \in \mathbb{R}^n \mid g_j(x) \leq 0, \ j = 1, \ldots, t\} \). Theorem 3.7 yields that \( \xi_y \) attains its minimum over \( f(S) \) at \( \bar{y} \). Therefore, \((\bar{x}, \bar{y})\) is a minimizer of the scalar optimization problem

\[
\text{Minimize } (\xi_y \circ f)(x) \text{ subject to } g_j(x) \leq 0, \ j = 1, \ldots, t, \ x \in \mathbb{R}^n. \quad (26)
\]

One can prove that the composition map \( \xi_y \circ f : \mathbb{R}^n \to \mathbb{R} \) is Lipschitz on \( \mathbb{R}^n \) using Proposition 3.15. The assertion now follows from Theorem 6.1.1 in [9] applied to the problem (26).

Below we give an example illustrating Theorem 4.10.

**Example 4.11.** Let the cone-valued map \( \mathcal{D} : \mathbb{R}^2 \to 2^{\mathbb{R}^2} \) be defined by \( \mathcal{D}(y) = C(\ell(y)) \) with \( \ell : \mathbb{R}^2 \to \mathbb{R}^2 \),

\[
\ell(y) := \frac{1}{\pi} \begin{pmatrix} 2 & 1 \\ 1 & 1 \end{pmatrix} y \text{ for all } y \in \mathbb{R}^2.
\]
Consider the problem (23) with the maps \( f: \mathbb{R}^2 \to \mathbb{R}^2, \ g: \mathbb{R}^2 \to \mathbb{R}^2 \) defined by
\[
f(x_1, x_2) := (x_1^2, x_2^2) \quad \text{for all } (x_1, x_2) \in \mathbb{R}^2, \\
g(x_1, x_2) := \left( \frac{\pi - (x_1^2 + x_2^2)}{x_1^2 + x_2^2 - 2\pi} \right) \quad \text{for all } (x_1, x_2) \in \mathbb{R}^2.
\]
Observe that \( f \) and \( g \) are strictly differentiable (hence, they are Lipschitz) and that \( \ell \) is linear and Lipschitz on \( \mathbb{R}^2 \). Let \( \bar{x} = (0, \sqrt{\pi}) \) and \( \bar{y} = (0, \pi) \). One can check that \((\bar{x}, \bar{y})\) is a nondominated solution of the constrained vector optimization problem (23) w.r.t. the ordering map \( D \). Further, let us calculate the subdifferentials figured in (25).

It is easy to check that \( \partial (\eta_\ell \circ f)(\bar{x}) = \{(0, 2\sqrt{\pi})\} \) and \( 0 \in \partial \|f(\cdot) - f(\bar{x})\|_{x=\bar{x}} \). Since \( \xi_\ell(y) = \eta_\ell(y) + \|y - \bar{y}\| \), Proposition 2.5 (iv) implies that \((0, 2\sqrt{\pi}) \in \partial (\xi_\ell \circ f)(\bar{x}) \). We also have \( \partial G_1(\bar{x}) = \{(0, -2\sqrt{\pi})\} \). Finally, it is easy to see that the relations (24) and (25) are satisfied with \( \mu = 1 \), \( \lambda_1 = 1 \) and \( \lambda_2 = 0 \).

5 Duality results

In this section we establish duality results for the constrained vector optimization problem
\[
\begin{align*}
\text{Minimize} \quad f(x) \quad \text{subject to} \quad x \in \Omega \text{ and } g(x) \in -C,
\end{align*}
\]
where \( f \) and \( g \) are single-valued maps from a nonempty subset \( \Omega \) of a linear space \( X \) respectively into a normed space \( Y \) and topological linear space \( Z \), \( C \subset Z \) is a nonempty convex cone. We assume as before that the normed space \( Y \) is equipped with a variable ordering structure defined by a cone-valued map \( D: Y \to 2^Y \) with \( D(y) = C(\ell(y)) \) a BP cone. Duality results for the case with non-variable ordering structure can be found in Chapter 8 of [18].

Denote by \( S \) the feasible set of \((CVP')\), i.e.
\[
S = \{x \in \Omega \mid g(x) \in -C\}
\]
which we assume to be nonempty. We define the dual set by
\[
D := \{\bar{y} \in Y \mid \exists u \in C^* \text{ with } (\xi_\ell \circ f + u \circ g)(x) \geq 0 \text{ for all } x \in \Omega\},
\]
where \( C^* := \{u \in Z^* \mid u(c) \geq 0 \ \forall c \in C\} \) and \( \xi_\ell \) is as before the functional \( \xi_\ell(y) = \ell(y) - \bar{y} + \|y - \bar{y}\| \) for all \( y \in Y \).

We first obtain a weak duality theorem which states that each element of the dual set given above is a “lower bound” for the values of the primal problem \((CVP')\). Here, “weak” means that these “lower bounds” is defined not by the ordering structure but through the corresponding scalarizing function \( \xi_\ell \).

**Theorem 5.1.** Let \( \bar{y} \in D \). Then for any \( \hat{y} \in f(S) \) one has
\[
\xi_\ell(\hat{y}) \geq \xi_\ell(\bar{y}) = 0.
\]
Moreover, if \( \bar{y} \in D \cap f(S) \), i.e. \( \bar{y} = f(\bar{x}) \) for some \( \bar{x} \in S \), and \( \|\ell(y)\|_\ast > 1 \) for all \( y \in f(S) \), then \( \bar{y} \) is a weakly nondominated element of \( f(S) \) and thus \( (\bar{x}, \bar{y}) \) is a weakly nondominated solution of \( (CVP') \) w.r.t. the ordering map \( D \).

**Proof.** By the definition of the set \( D \), there exists \( u \in C^* \) with

\[
(\xi_y \circ f + u \circ g)(x) \geq 0 \quad \text{for all } x \in \Omega.
\]

Suppose that \( \dot{y} = f(\dot{x}) \) for some \( \dot{x} \in S \). Then \( g(\dot{x}) \in -C \) and \( u \circ g(\dot{x}) \leq 0 \) and therefore, \( \xi_y \circ f(\dot{x}) \geq 0 \) or \( \xi_y(\dot{y}) \geq 0 \). Thus (28) holds. Further, if additionally \( \ddot{y} = f(\ddot{x}) \) for some \( \ddot{x} \in S \) and \( \|\ell(y)\|_\ast > 1 \) for all \( y \in f(S) \), then (28) and Theorem 3.7 imply that \( \ddot{y} \) is a weakly nondominated element of \( f(S) \) and the assertion follows.

Under convexity and stability assumptions we have the following strong duality result.

**Theorem 5.2.** Let \( \bar{y} = f(\bar{x}) \) for some \( \bar{x} \in S \). Assume that \( \Omega \) is convex, \( f \) is linear, \( g \) is \( C \)-convex (i.e. for \( x_1, x_2 \in \Omega \) and \( \lambda \in [0, 1] \) one has \( g(\lambda x_1 + (1 - \lambda) x_2) \in \lambda g(x_1) + (1 - \lambda) g(x_2) - C \)), \( \ell \) is linear and monotone and \( \|\ell(y)\|_\ast > 1 \) for all \( y \in f(S) \). Assume further that the scalar optimization problem

\[
\inf_{x \in S} \xi_y(f(x)) = \sup_{u \in C^*} \inf_{x \in \Omega} (\xi_y \circ f + u \circ g)(x)
\]

is stable, i.e.

\[
\inf_{x \in S} (\xi_y \circ f)(x) = \sup_{u \in C^*} \inf_{x \in \Omega} (\xi_y \circ f + u \circ g)(x)
\]

and the problem on the right hand side has at least one solution. If \( (\bar{x}, \bar{y}) \) is a weakly nondominated solution of \( (CVP') \) w.r.t. \( D \), i.e. \( \bar{y} \) is a weakly nondominated element of \( f(S) \) w.r.t. \( D \), then \( \bar{y} \) is also a weakly maximal element of \( D \) w.r.t. \( D \).

**Proof.** The proof is similar to that of Theorem 8.7 in [18]. Note that under these assumptions the set \( S \) is convex. According to Proposition 3.17 the functional \( \xi_y \) is convex and one can easily prove that the composite map \( \xi_y \circ f \) is convex. Since \( \bar{y} \) is a weakly nondominated element of \( f(S) \), Theorem 3.7 implies

\[
0 \leq \xi_y(f(x)) \quad \text{for all } x \in S.
\]

Hence, \( \bar{x} \) is a minimal solution of the convex optimization problem (29) which is assumed to be stable. Therefore, one can find \( \ddot{u} \in C^* \) with

\[
\inf_{x \in S} (\xi_y \circ f)(x) = \inf_{x \in \Omega} (\xi_y \circ f + \ddot{u} \circ g)(x)
\]

and thus

\[
(\xi_y \circ f + \ddot{u} \circ g)(\dot{x}) \geq \inf_{x \in S} (\xi_y \circ f)(x) = \xi_y(\bar{y}) = 0 \quad \text{for all } \dot{x} \in \Omega,
\]

i.e. \( \ddot{y} \in D \) and hence \( \ddot{y} \in f(S) \cap D \).
Next we show that $\bar{y}$ is a weakly maximal element of $D$, i.e., there is no $d \in D$ such that $d - \bar{y} \in \text{int}D(\bar{y})$. Indeed, according to Theorem 5.1, for $\bar{y} \in f(S)$ and any $d \in D$ one has $\xi_d(\bar{y}) \geq 0$, i.e.

$$\|d - \bar{y}\| \geq \ell(\bar{y})(d - \bar{y}),$$

which implies with Proposition 2.3 that $d - \bar{y} \not\in \text{int}D(\bar{y})$. Therefore, $d - \bar{y} \not\in \text{int}D(\bar{y})$ for all $d \in D$, as it was to be shown.

Note that in contrast to Theorems 5.1 and 5.2, the duality results in [11] involve linear scalarization functionals but they concern only weakly minimal solutions of the primal problem (CVP’) w.r.t. $D$ and these solutions are related to weakly max-nondominated elements of the dual set.

6 Conclusions

In this work we present for the first time scalarizing functionals completely characterizing nondominated elements of a set (Theorem 3.7) and nondominated solutions of a vector optimization problem w.r.t. a variable ordering structure for a special case when the cones describing this ordering structure are Bishop-Phelps cones. We showed that these scalarizing functionals have nice properties which allowed us to obtain necessary and sufficient optimality conditions in the form of Fermat rule and Lagrange multiplier rule and some duality results for single- and set-valued vector optimization problems.

Such a characterization for nondominated solutions was unknown in a general case and, in opposition to the notion of minimal solutions w.r.t. a variable ordering structure, known scalarizing functionals for non-variable ordering structures as e.g. examined in [10] cannot be modified to characterize nondominated solution.

We would like to mention that a complete characterization of a minimal element $\bar{y}$ w.r.t. a variable ordering structure similar to that in Theorem 3.7 can be formulated with the help of the following functionals

$$\bar{\xi}_\bar{y}(y) := \ell(\bar{y})(y - \bar{y}) + \|y - \bar{y}\|_{\bar{y}} \text{ for all } y \in Y,$$

$$\bar{\gamma}_\bar{y}(y) := \ell(\bar{y})(y - \bar{y}) - \|y - \bar{y}\|_{\bar{y}} \text{ for all } y \in Y$$

for some $\bar{y} \in Y$. Hence most of the results presented here can be adapted to the case of minimal elements w.r.t. a variable ordering structure.
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