Abstract—Automatic design optimization of complex systems is a time-consuming task. This paper presents multiphase variants of well-known heuristics for an efficient indirect system optimization with simulation. The tradeoff between accuracy and achievable speedup is analyzed for examples including a benchmark function as well as simulated values for a stochastic colored Petri net application. The analysis are carried out with TOE (TimeNET optimization environment), a software prototype implemented for this task recently.

I. INTRODUCTION

Designing complex embedded systems is a challenging task. Modeling those systems in simulation tools helps to evaluate solutions and to find better ones. Discovering an optimal system configuration is one of the main targets in system design.

Stochastic Colored Petri nets (SCPN, [18], [19]) are a modeling class that is especially useful for the compact description of complex system behavior, while still being based on a formal specification. To find optimal solutions based on such stochastic models, the common approach is a black-box (or indirect) optimization [3], [6], [8], [9], [12] as depicted in Figure 1.

The model typically has several numerical parameters which can be configured. The number of possible configurations defined by each parameter’s range and discretization step determines the overall size of the design space, which can be huge. For an exhaustive search for the optimal parameter set, a simulation of the model would have to be started for each of these configurations, resulting in an unacceptable overall run time.

A black-box optimization heuristic starts with a set of parameters (system configuration), evaluates the result of a simulation run, and calculates the next parameter set based on it afterward. The number of simulations is reduced to speed up the search for an optimum, which is paid for by an increasing uncertainty of how well the actual optimum is hit.

The main target of optimization heuristics is to find the best solution with a high probability as fast as possible. There is obviously a trade-off between these two conflicting goals. The time needed for an optimization depends mostly on two factors: the CPU time per simulation run, and the number of necessary simulations. While the CPU time per simulation mainly depends on simulation precision and type of performance measure, in this paper we focus on reducing the number of simulations and improving the quality of the found optima by using a multiphase optimization approach. This is one step in our overall goal to integrate simulation and optimization heuristic more closely to control the tradeoff between speed and accuracy better. Another direction reduces the model’s level of detail and/or simulation precision during an optimization as proposed earlier in [21].

In the literature, indirect optimization schemes with two phases are considered mainly to find a promising region of the surface first, which is refined in a second run. This can be done in several ways, including a parameter step size increase (discretization accuracy) or using a faster model approximation in the first phase [14], [16], [22], among others.

If this idea has the general advantage of achieving a comparable optimization accuracy with fewer simulation runs as reported in the literature, considering more than two phases may have the potential of achieving even better performance. This approach has not yet received much attention and is thus followed in this paper. In [1], a particle swarm optimization approach is modified such that groups of particles follow different goals in several phases of the algorithm. In a different type of approach, multiple phases are used to find a set of optima (multi-modal optimization) [2], [13], [17].

Using multiple phases means starting with a coarse discretization of definition space and refining this with every phase until a defined minimum is reached. This is somehow similar to simulated annealing but without the randomness in calculating following parameter sets depending on the chosen base heuristic.

The combination of known heuristics to improve optimization results is part of different research projects and sometimes termed hyper-heuristics [5]. The introduced approach can be...
seen as a kind of combined heuristic while only its configuration is changed between phases instead of the complete algorithm.

Automated optimization would not be feasible without an appropriate software tool implementation. The TOE tool used in this paper is currently under development by the first author and described in [4]. It is used in combination with TimeNET, a tool for modeling and simulation of stochastic Petri nets [20]. TOE’s architecture is similar to the tool presented in [17]. However, it was not possible to reuse it because of our need for multiple phases of optimization, variation of simulation precision, and interfacing with TimeNET, which in the end made it necessary to develop an independent application. The TOE tool is planned to be available via the TimeNET download site at http://www.tu-ilmenau.de/timenet by the end of 2014.

II. COST FUNCTIONS IN SCPNs

In SCPNs the cost function to be minimized is defined by a performance measurement [15]. The optimization heuristic aims to minimize the distance of this measurement to a given target value or simply to minimize (or maximize) the measurement value itself. Measurements in SCPNs can be probabilities, average token counts, average transition throughput, or combinations of them. These measurements are used as cost functions for optimization, and their shape (or response surface) has a significant impact on the efficiency of optimization heuristics. For the later testing of the heuristics, we developed a model with a non-trivial surface shown in Figure 2. It has a diagonal area of near-optimal (minimal) solutions, with the actual global optimum in one of the corners.

Numerous simulation runs would be necessary to test the efficiency of optimization heuristics and to compare their result accuracy against the actual optimum, because the latter will require a full coverage of the design space. However, to test the heuristics themselves, only the results of the model evaluations are needed. We consider two main techniques for speeding up optimization test runs, which have been implemented in the TOE tool [4].

The first possibility is an “offline” optimization. The simulation tool iterates through all possible parameter configurations once and stores the results in a file. The plot of a resulting surface in Figure 2 is an example result. Such a result file can be loaded for subsequent optimization runs and is used to return simulation results by looking them up in the “result cache” instead of starting a new simulation each time. As real simulation runs may need minutes or even hours to finish, this leads to a significant speedup. However, only pre-simulated parameter configurations can be returned to the optimization heuristic algorithm. If a parameter set is requested which is not already stored in the cache (which is only possible if the discretization step is chosen smaller than for the full scan), the next closest ones can be used with an interpolation, with the disadvantage of additional uncertainty.

Apart from that it allows the optimization software to look up the global optimum to evaluate the achieved quality of any optimum found in a run. Both the distance to the real global optimum in the definition range (parameters / design space), and value range (result quality) are characteristic results.

The second method for a fast comparison of heuristics is to use numerically computable benchmark functions instead of a real simulation. Every requested cost function value can be calculated rapidly if necessary, after a mapping of the benchmark to the definition range of the parameters. A comprehensive overview of useful benchmark functions is given in [11], while [7] applies several benchmarks to evolutionary optimization methods.

The so-called Matyas function has been chosen from this list as a benchmark for this paper. A detailed plot of its shape is shown in Figure 3.

In the following, we aim at evaluating how well certain heuristics perform. As this will probably depend on the type
of response surface, and both mentioned techniques to speed up optimization runs should be used, a coarse-grained full evaluation of the design space has been carried out to estimate the surface shape. An appropriate benchmark function with a similar shape is then configured and used to determine a possible optimization heuristic and its configuration. This heuristic is used in conjunction with a detailed simulation of the actual SCPN model finally.

III. MULTI-PHASE HEURISTIC OPTIMIZATION

If the design space of a modeled system is large and the expected cost function shape is smooth with few local optima, it is a well-known technique to use a pre-optimization to find areas of interest in the design space. Similar approaches have been published in the literature as already described in the introduction. A two-phase optimization strategy is typically used. A coarse optimization should find an interesting area of design space during the first phase, while another (more detailed) heuristic is used to find the optimal parameter set in the second phase. The second phase is typically deterministic while the first phase aims at finding the interesting area with stochastic optimization methods. Another idea is to use simulated annealing in both phases but with different configurations [22].

In our approach we want to find out whether fewer overall simulation runs are necessary if the number of phases is increased even more. Instead of applying different heuristics in every phase or different configurations the first approach is to apply the same heuristic on a reduced design space. This is achieved by different resolutions (step sizes) of parameters in the phases, thus reducing the possible size of design space in the beginning and increasing accuracy in later phases.

Let’s assume that a parameter \( p_i \) may have values in the interval \( p_i \in [0,999] \), and has an original resolution of 1. In a four-phase optimization attempt, we reduce this resolution to \( 2^{4-1} = 8 \) in the first phase, while the limit of 0.999 is still used. After the first phase the parameter value limits are reduced by half to 500 while the algorithm starts with the found optimum parameter set from phase one. The resolution is doubled for the next phase. As an example, Figure 4 shows the starting point for a four-phase optimization. The coarse resolution allows a more efficient optimization with fewer simulation runs in contrast to a single-phase optimization based on the fine resolution shown in Figure 3.

In the last phase, the resolution is the same as originally specified (e.g. 1 for our example), while the parameter value limits are \( 1000/2^{4-1} = 62.5 \) around the found optimum from phase 3.

The key characteristics of this simplified multiphase approach are
- higher number of phases
- same algorithm in every phase
- reduced design space size (parameter resolution) depending on phase count

This is of course only starting point out of many possible ways to implement the general idea of multiphase optimization, and in the future we will implement and evaluate and compare further approaches that change other aspects of the heuristics per phase.

With several experiments we tried to find out if this approach of reducing the design space resolution while using the same configured heuristics throughout all phases results in a reduced number of necessary simulation runs to find the optimal solution. Moreover we are interested in the probability of finding the optimal solution and the average distance to the calculated optimum to evaluate the quality and achievable speedup of optimization heuristics.

IV. EXPERIMENTAL SETUP

The already mentioned software TimeNET Optimization Environment (TOE) was used and modified for the experiments of this paper. Numerical benchmark functions were implemented in addition to the existing standard simulation, to calculate cost functions for rapid testing. These functions get the normal parameter set from the optimization heuristic as input just as if a real simulation would have been started. Parameter values are mapped into the definition range of the benchmark function, which for our example results in a cost function shape as shown in Figure 3.

A resolution of 10,000 possible values was chosen for each of the two parameters that the Matyas function is defined for. The global optimum for this function is known to be at 0.0, the exact middle of the possible parameter ranges. Therefore the distance of found optima in definition range and value range can be calculated. This can be important because some cost functions have optima with very similar values but large distance in definition space.

The tool has been extended to support repeated runs of whole optimization experiments, to calculate the probability of finding an optimum and the average count of necessary simulation runs. Every optimization heuristic was run 100 times to average over the inherent nondeterminism in the heuristic and simulations, using differing random number seeds.
Hill climbing and simulated annealing have been chosen as base heuristics for evaluating the multiphase approach. Both are well known, and numerous different implementations exist. The same configuration was used in single-phase and multiphase optimization to achieve a fair comparison between the approaches.

The hill-climbing algorithm calculates the next parameter set by increasing the value of one parameter. If the cost function result is worse than the last one, it continues by trying to change the next parameter. It terminates if the result could not be improved within four trials. These values lead to an acceptable tradeoff between number of simulations and probability of finding the optimum for our example, and have been fixed to make the experiments comparable.

Simulated annealing calculates the next parameter set by varying all changeable parameters at once, while the distance of a parameter to the previous value is defined randomly and scaled by a temperature parameter. Temporarily worse solutions are accepted with a certain probability that also depends on the temperature. The temperature decreases over time, thus emulating physical processes such as crystallization. Fast Annealing [10] was chosen as cooling method for both parameters, and the algorithm variant described in [19] was implemented. This (and other implementations) work with a continuous definition range of floating-point numbers for parameters. We use a discretized definition range that simply rounds to the next possible parameter set.

In the real SCPN model, two parameters can be iterated in the range [1, 1001]. With a resolution of 10, all possible variations are simulated to be used in “offline” optimization runs, and stored in a file for later caching first. The used SCPN is shown in figure 5. Source and Drain are the main transitions. The parameters $T_{source}$ and $T_{drain}$ determine the firing rates in the form of $F = EXP(\frac{1.0}{T_{source}})$ and $F = EXP(\frac{1.0}{T_{drain}})$. T0 fires immediately if the number of tokens in P is greater than 70.

$$Measure = 1 - ((40 \leq \#P) \& (50 \geq \#P))$$  \hspace{1cm} (1)

The cost function is defined as in eq. 1. So the measure describes the empirical probability that P does not contain 40-50 tokens. It is constructed academic example net but serves well as base for optimization tests.

V. Results

To understand the review of optimization results shown in Table I and Figures 6, 7, and 8, some remarks are necessary. For our example, the global optimum of the benchmark functions is known as well as the definition range and value range which can be chosen by the user or developer of an optimization software. In these experiments we chose the Matyas function with a range of $x, y \in [-10, 10]$. Its optimum is exactly at $f(0, 0) = 0$. The maximum value is $f(-10, 10) = 100$. The relative distances of the parameter sets that are found heuristically can thus be calculated. The values $px, py$ of parameters to be “optimized” are mapped into the definition range of benchmark functions $f$, shown in eq. 2. Therefore it is not possible to get bigger function values then 100.

$$P(px, py) \rightarrow f(fx, fy)$$

$$px_{min}, px_{max} \rightarrow fx_{min}, fx_{max} \hspace{1cm} (2)$$

The relative distance in the value range equals the distance to 0 in relation to the overall value range of 100 in this case. Relative distance in definition range is calculated as the sum of all differences of the coordinates of the optimum in relation to the sum of all parameter ranges which is 40 here.

Opposed to the benchmark function, an exact calculation of the achievable maximum cost function value or optimum coordinates is not possible. However, as we simulate the model for all possible discretized parameter configurations in advance with sufficient accuracy, the resulting cost function values are known with enough accuracy. For our example, the maximum value is 1.0, while the optimum is 0.63. The resulting range of 0.37 is used as the base to calculate the relative distance of any optimum found by a heuristic in the value range. The definition range is (1, 1001), and used to calculate the relative distance in for parameters.

The number of simulations needed to find an optimum is an important result for our evaluation, but requires a stop condition in the heuristic that is usually based on the actual cost function values. Hill climbing is an example for such an algorithm. As described earlier, it accepts the measured value as the optimum if the four next possible parameter sets did not improve the result.

Simulated annealing, on the other hand, may accept a new parameter set even if a worse result is calculated for it. The probability is based on the decreasing temperature and converges to zero over time. In our experiments we used the algorithm for simulated annealing as provided in [19] together with a Fast annealing cooling function. The temperature for calculating the next parameter set as well as the temperature for accepting a worse cost function value is calculated as shown in Formula (3).

$$T_k = \frac{1}{k} * T_0 \hspace{1cm} (3)$$

In this way the number of simulations is increasing with the number of phases to be used because in every phase the same start and end temperature as well as the cooling function and abort condition is used. It can act as a reference value for the increasing number of simulations when hill climbing is used. While both heuristics show a steady increasing number of simulations hill climbing tends to need many more simulation runs if more then 8 phases are used. Currently this
behavior cannot be explained and will be treated in further investigations.

Every optimization heuristic and configuration was tested 100 times, starting with random parameter sets. The repeated execution of optimization allows to calculate the empirical probability of finding the optimum for each heuristic. Moreover, it may be interesting to see if the resulting “optimal” parameter sets are within a certain area around the real optimum. This area can be either a radius of n% around the cost function results, or around the parameter values of this calculated optimum.

A possible measure for the accuracy of a specific heuristic is to check how large such a radius has to be to contain 90% of all optima found by the heuristic. The results are shown in Table I. As an example, 14.84 simulation runs were needed on average to find an optimum while the relative distance to the known absolute optimum is 2.4% for hill-climbing. If we would assume a radius of 4% around the absolute optimum (which means all values from 0 to 4.0 in Matyas function), 90% of all found optima would be accepted.

<table>
<thead>
<tr>
<th>Heuristic</th>
<th>∅ Sim-#</th>
<th>∅ Distance</th>
<th>90% Radius</th>
</tr>
</thead>
<tbody>
<tr>
<td>HillClimbing</td>
<td>14.84</td>
<td>2.4%</td>
<td>4%</td>
</tr>
<tr>
<td>2-phase, HillClimbing</td>
<td>23.92</td>
<td>6.6%</td>
<td>21%</td>
</tr>
<tr>
<td>4-phase, HillClimbing</td>
<td>31.55</td>
<td>5.4%</td>
<td>10%</td>
</tr>
<tr>
<td>6-phase, HillClimbing</td>
<td>47.56</td>
<td>5.4%</td>
<td>14%</td>
</tr>
<tr>
<td>8-phase, HillClimbing</td>
<td>58.76</td>
<td>8.0%</td>
<td>34%</td>
</tr>
<tr>
<td>10-phase, HillClimbing</td>
<td>581.8</td>
<td>5.0%</td>
<td>15%</td>
</tr>
<tr>
<td>Simulated Annealing</td>
<td>12</td>
<td>2.7%</td>
<td>4%</td>
</tr>
<tr>
<td>2-phase, Sim. Annealing</td>
<td>25</td>
<td>4.35%</td>
<td>6%</td>
</tr>
<tr>
<td>4-phase, Sim. Annealing</td>
<td>49</td>
<td>4.6%</td>
<td>11%</td>
</tr>
<tr>
<td>6-phase, Sim. Annealing</td>
<td>73</td>
<td>6.0%</td>
<td>14%</td>
</tr>
<tr>
<td>8-phase, Sim. Annealing</td>
<td>97</td>
<td>5.0%</td>
<td>11%</td>
</tr>
<tr>
<td>10-phase, Sim. Annealing</td>
<td>121</td>
<td>5.25%</td>
<td>11%</td>
</tr>
</tbody>
</table>

| TABLE I. RESULTS OF MULTIPHASE OPTIMIZATION EXPERIMENT WITH BENCHMARK FUNCTION |

Figure 7 shows the average relative distance of found optima to the real optimum in value range (i.e., the quality of the optimized value). When using the benchmark function as cost function, increasing the number of phases does not affect the results. Yet, it is interesting to see that, for real SCPN simulations, both heuristics perform significantly better when increasing the number of phases until 4, compared to the optimization with one phase. More than 4 phases, however, seem to be counterproductive in this context.

Another evaluation looks at the distance to the known optimum in the definition range. In many cases this is unnecessary because the optimal (mostly minimal) value of cost function is more important than the configured parameter values. However, for many technical systems it is interesting to see if parameter configurations with similar resulting function values are nearby or completely different. This may be a sign of robustness or chaotic system dependence on parameters (sensitivity). Figure 2 shows an example where two possible configurations result in very small cost function values close to the optimum, but with completely different parameter configurations, each on the opposite side of definition space. Another example for this behavior is the Eggholder benchmark function which has many local optima but only one global [11].

The results in Figure 8 show an improvement of optimization results regarding the distance in definition range when using Matyas function as benchmark. Increasing the number of phases to 4 enhances the results dramatically. Hill climbing performs considerably better than simulated annealing.

Using the pre-simulated data from SCPN simulations leads to quite different results: Increasing the number of phases only leads to worse results. The reasons for this unexpected behavior are currently being further investigated. Maybe the coarse discretization in the definition range caused misleading results, such that the experiments will have to be repeated with finer discretization or even continuous definition range and “online” simulations.

VI. CONCLUSION

In this paper an approach to improve simulation-based optimization by applying well-known heuristics in multiple phases is described. The effect on optimization result quality of
simulated annealing and hill climbing in a multiphase meta-heuristic are compared. The quality of the found optima is evaluated via their distance to the known global optimum, both in value range and definition range. All algorithms were tested on the Matyas benchmark function as well as for pre-calculated SCPN simulations.

Evaluating the distance to absolute optimum in definition space showed that increasing the number of optimization phases leads to much better optimization results especially for hill climbing. However, using more then 4 phases did not improve the optimization results for both used heuristics. On the other hand, the experiments show that increasing the number of optimization phases will not reduce the number of necessary simulation runs directly, and also will not improve the quality of found optima in terms of distance in value range, especially for the used benchmark function.

So far, no improvement could be detected when increasing the number of phases for SCPN pre-simulated results. As the coarse discretization of the used measurement data could be a cause for that, further investigations are currently undertaken to understand the reasons for this behavior. Moreover, other heuristics for use in multiple phase optimization and their influence on result accuracy or speed will be tested in our future work.
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Fig. 8. Number of optimization phases vs. Average distance to optimum in definition range